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for Prediction, Generation, and Interpolation



Introduction

- SOTA challenging - 

● the quality of video frames from generative models tends to be poor
● generalization beyond the training data is difficult
● not capable of simultaneously handling other video-related tasks

○ such as unconditional generation or interpolation

- objective -

● devise a video generation approach that generates high-quality, time-consistent 
videos , with computation times for training models measured in 1-12 days using ≤ 
4 GPUs



Introduction

● general purpose framework with Masked Conditional Video Diffusion (MCVD) 

models

● using a probabilistic conditional score-based denoising diffusion model, 

conditioned on past and/or future frames

● models are built from simple non-recurrent 2D-convolutional architectures, 

conditioning on blocks of frames



Introduction

- video tasks -

● future / past prediction 

● unconditional generation

● interpolation 
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Related work

● Diffusion Model Family

○ Denoising Diffusion Probabilistic Models

○ Score-based Generative Models diverse data samples

● drawbacks

○ solving the reverse process is relatively slow



Conditional Diffusion - FDP

- Forward Diffusion Process -

● Transition kernel : 

● Accumulated kernel : 



Conditional Diffusion - RDP

- Reverse Diffusion Process -

● Transition kernel : 



Conditional Diffusion - Loss Function
- Loss function -

- Score function -

● definition : 

●



Conditional Diffusion for Video

● Score-based diffusion models can be straightforwardly adapted to video by 

considering the joint distribution of multiple continuous frame

● sufficient for unconditional video generation, other tasks such as video 

interpolation and prediction remain unsolved



Video Prediction
● p past frames : 

● k current frames (in immediate future) : 

● loss function : 



Video Prediction + Generation
● extend the same framework to unconditional video generation

● masking (zeroing-out) the past frames with probability 

using binary mask

● loss function : 

● improving the model’s ability to perform predictions conditioned on the past

○ learns to predict the noise added without any past frames for context

● we can perform conditional as well as unconditional frame generation



Video Prediction + Generation + Interploation
● p past frames : 

● k current frames (in immediate future) : 

● f future frames : 

● loss function : 

● randomly mask the p past frames with probability      , and similarly 

randomly mask the f future frames with the same probability 

(but sampled separately)



Video Prediction + Generation + Interploation
- masked -

● future prediction : only future frames are masked

● past prediction : only past frames are masked

● unconditional generation : past and future are masked

● video interpolation : no masked



Architecture



Architecture
- Denoising Network -

● U-net architecture combining the improvements

● this architecture use mix of 2D convolutions , multi-head 

self-attention, and adaptive group-norm

● use positional encodings of the noise level (t ∈ [0, 1]) and 

process it using a transformer style positional embedding : 



Architecture - Normalization

- SPAce-TIme-Adaptive Normalization (SPATIN) -

● noisy current frames (      )

○ passed directly to the network 

● concatenated conditional frames

○ concatenate past (    ) / future (    ) conditional frames

○ passed through an embedding that influences 

the conditional normalization

- Concat -

directly concatenating the conditional frames and noisy current frames
together and passing them as the input



Results 
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Experiments - Dataset
in order of progressive difficulty : 

1. SMMNIST : black-and-white digits

2. KTH : grayscale, single-humans

3. BAIR : color, multiple objects, simple scene

4. Cityscapes : color, natural complex, natural driving scene

5. UCF101 : color, 101 categories of natural scenes



Experiments 
● sampling method : DDPM, DDIM

○ DDPM is better

● predict only 4-5 current frames at a time, then autoregressively predict longer 

sequences for prediction or generation

○ to fit GPU memory budget

○ perform better than other models



Experiments - Metrics

● FVD ( Fréchet Video Distance )

● PSNR :

● SSIM :



Experiments 



Experiments
- Video prediction



Experiments
- Video prediction



Experiments
- unconditional



- Video Interpolation

Experiments



Conclusion
1. A conditional video diffusion approach for video prediction and interpolation 

that yields SOTA results.

2. A conditioning procedure based on masking past and/or future frames in a 

blockwise manner giving a single model the ability to solve multiple video 

tasks : future/past prediction, unconditional generation, and 

interpolation.

3. A convolutional U-net neural architecture integrating recent developments 

with a conditional normalization technique we call SPAce-TIme-Adaptive 

Normalization.



Limitations
● become blurry or inconsistent when the number of generated frames is very large

○ needed to scale these models to larger datasets with more diversity and with 

longer duration video ( this work limited by 4-GPU )

○ need for faster sampling methods capable of maintaining quality over time


