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Abstract—Color design for 3D indoor scenes is a challenging problem due tomany factors that need to be balanced. Although learning

from images is a commonly adopted strategy, this strategymay bemore suitable for natural scenes in which objects tend to have relatively

fixed colors. For interior scenes consistingmostly of man-made objects, creative yet reasonable color assignments are expected.We

proposeC3 Assignment, a system providing diverse suggestions for interior color design while satisfying general global and local rules

including color compatibility, color mood, contrast, and user preference.We extend these constraints from the image domain toR3, and

formulate 3D interior color design as an optimization problem. The design is accomplished in an omnidirectional manner to ensure a

comfortable experience when the inhabitant observes the interior scene from possible positions and directions.We design a surrogate-

assisted evolutionary algorithm to efficiently solve the highly nonlinear optimization problem for interactive applications, and investigate

the system performance concerning problem complexity, solver convergence, and suggestion diversity. Preliminary user studies have

been conducted to validate the rule extension from 2D to 3D and to verify system usability.

Index Terms—Creative interior colorization, harmony, mood

Ç

1 INTRODUCTION

OBJECT/SCENE colorization is a fundamental problem in
many application scenarios, especially in interior

design. Usually, the user not only specifies appropriate
object-wise colors, but also ensures the global color compati-
bility between objects. A well-designed color theme can
make the scene visually pleasing and evoke certain moods.
However, due to the lack of a unified color theme represen-
tation that can span various domains [1], the user has to
specify the desired colors with scribbles [2], [3], [4]. This
process is tedious and time-consuming, especially for 3D
scenes with complex objects. As the results greatly depend
on users’ skill and experience, this approach is limited only
to professional users. Another choice is to provide a refer-
ence image to facilitate the color design process [5], [6], [7];
however, this usually leads to a chicken-or-egg situation.
Also, the quality of colorization relies heavily on the refer-
ence image.

In the deep learning (DL) era, a popular way of solving
the colorization problem is to formulate it as a regression

problem and solve it using deep neural networks [8], [9],
[10]. Some DL approaches increase the controllability with
scribbles [10], [11] or by using reference images [12]. Similar
ideas have also been adopted in 3D indoor scenes [13], [14],
[15], where colorization is learned using a huge reference
dataset. These data-driven methods infer and assign the
most commonly-used color to an object by learning from a
huge set of samples. This is suitable for application scenar-
ios with natural objects (which usually have few specific
colors with small variations), but not applicable to man-
made objects (of which the colors can be arbitrary). This
poses further challenges in creative design tasks as global
color compatibility must be considered.

Existing works in 3D scene colorization mainly focused
on the interaction between light sources and object materials
(including textures), and proposed various methods for
manual [16] or automatic [13], [14], [15], [17] color assign-
ment. However, a major difference when extending from
2D to 3D is that users may observe from different positions
and directions in the 3D scene. The viewpoint variation
may critically affect user perception and is under-explored
in the corpus of existing works.

We present a creative color design framework for 3D inte-
rior scenes, called C3 Assignment that automatically assigns
color to objects (including light sources) in a 3D scene and
provides interfaces for global setting adjustment (Fig. 1). Our
method distinguishes itself from previous works by provid-
ing diverse and appropriate color suggestions for the whole
scene and by dealing with indoor colorization in a 3D omni-
directional setting. We make the following technical contri-
butions in this paper:

� A minimum-count-maximum-covering (MCMC)
method to determine the camera placement. The
selected viewpoints ensure the maximal observation

� Juncong Lin, Pintong Xiao, Yinan Fu, Yubin Shi, Hongran Wang,
and Shihui Guo are with the School of Informatics, Xiamen Univer-
sity, Xiamen, Fujian 361005, China. E-mail: {jclin, guoshihui}@xmu.
edu.cn, xpt_solferino@qq.com, yinan.fu1202@gmail.com, tens444@163.
com, 24320162202914@stu.xmu.edu.cn.

� Ying He is with the School of Computer Engineering, Nanyang Technolog-
ical University, Singapore 639798, Singapore. E-mail: yhe@ntu.edu.sg.

� Tong-Yee Lee is with the Department of Computer Science and Information
Engineering, National Cheng-Kung University, Tainan City 701, Taiwan.
E-mail: tonylee@mail.ncku.edu.tw.

Manuscript received 11 Dec. 2019; revised 18 Nov. 2020; accepted 23 Nov. 2020.
Date of publication 1 Dec. 2020; date of current version 1 July 2022.
(Corresponding author: Shihui Guo.)
Recommended for acceptance by T. Ritschel.
Digital Object Identifier no. 10.1109/TVCG.2020.3041728

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 28, NO. 8, AUGUST 2022 2895

1077-2626� 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See ht_tps://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: National Cheng Kung Univ.. Downloaded on July 04,2022 at 03:15:48 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-6500-6655
https://orcid.org/0000-0001-6500-6655
https://orcid.org/0000-0001-6500-6655
https://orcid.org/0000-0001-6500-6655
https://orcid.org/0000-0001-6500-6655
https://orcid.org/0000-0003-1862-966X
https://orcid.org/0000-0003-1862-966X
https://orcid.org/0000-0003-1862-966X
https://orcid.org/0000-0003-1862-966X
https://orcid.org/0000-0003-1862-966X
https://orcid.org/0000-0002-6967-7138
https://orcid.org/0000-0002-6967-7138
https://orcid.org/0000-0002-6967-7138
https://orcid.org/0000-0002-6967-7138
https://orcid.org/0000-0002-6967-7138
https://orcid.org/0000-0002-6749-4485
https://orcid.org/0000-0002-6749-4485
https://orcid.org/0000-0002-6749-4485
https://orcid.org/0000-0002-6749-4485
https://orcid.org/0000-0002-6749-4485
https://orcid.org/0000-0001-6699-2944
https://orcid.org/0000-0001-6699-2944
https://orcid.org/0000-0001-6699-2944
https://orcid.org/0000-0001-6699-2944
https://orcid.org/0000-0001-6699-2944
mailto:jclin@xmu.edu.cn
mailto:guoshihui@xmu.edu.cn
mailto:xpt_solferino@qq.com
mailto:yinan.fu1202@gmail.com
mailto:tens444@163.com
mailto:tens444@163.com
mailto:24320162202914@stu.xmu.edu.cn
mailto:yhe@ntu.edu.sg
mailto:tonylee@mail.ncku.edu.tw


of the interior scene and minimal redundancy across
all viewpoints. This reduces the computation load
for latter procedures.

� A novel formulation of creative 3D interior color
assignment that provides diverse suggestions by fol-
lowing certain guidelines relating to harmony, mood,
contrast, etc. The formulation considers omnidirec-
tional constraints and varied lighting conditions
while ensuring comfortability of the proposed color
configurations.

� An efficient evolutionary algorithm for the nonlinear
and highly complex interior color optimization prob-
lem faced by interactive applications. A krigingmodel
is used to approximate the time-consuming color har-
mony evaluation while maintaining the flexibility to
adjust the objective function.

2 RELATED WORK

2.1 3D Scene/Object Colorization

Leifman and Tal [16] proposed a scribble-based mesh colori-
zation algorithm that can reasonably apply desired colors
from scribbles to the whole mesh. There are also some works
on material suggestion for 3D objects. Jain et al. [17] modeled
the relationship between shape and material using a data-
base of 3D objects with materials, while Nguyen et al. [18]
transferred material style from a guiding source to a target
3D scene by formulating it as a combinatorial optimization
of discrete materials assigned to discrete objects in the target.
For indoor scenes, Chen et al. [13] introduced themagic deco-
rator which can automatically generate material suggestions
for 3D indoor scenes. Some other works [14], [15] automati-
cally assigned harmonious colors to rooms and furniture
according to models encoding the relationship between dec-
orating styles and furniture colors.We also address the prob-
lem of indoor scene colorization with an emphasis on
providing appropriate color configurations for creative inte-
rior design, and differ from existing works in not being lim-
ited by the most commonly used object colors [13], [14], [15].
In contrast, we adopt global constraints (harmony and
mood) withmore general local constraints (contrast and user
preference) to provide more diverse yet appropriate sugges-
tions, whilemaintaining effective computation.

2.2 Color Compatibility and Color Emotion

Among the large collection of theories on color compatibil-
ity, the idea of hue templates is probably the most popular
one and has been widely used in art and design [19], [20],
[21]. In particular, Matsuda’s color harmony model [21] has

been intensively used in the graphics and vision communi-
ties [22], [23], [24]. The theory of hue templates generalizes
Goethe’s theory by describing compatible colors as fixed
rotations around the color wheel. This theory’s main weak-
ness is that the colors are defined independently of the
underlying hue wheel [25]. Nemcsics [26] declaimed that
colors were considered harmonious if one dimension of the
space contrasts while the others remain fixed or they lie
along lines. Although there are many theories on color com-
patibility, little consensus exists among them. Our work
extends these theories to 3D by taking the Mastuda’s model
as an example and explores novel approaches to reduce the
time cost of such an extension.

Another popular topic is the strong association between
colors and emotions, which has been confirmed by psycho-
logical studies. Quantitative color mood models explicitly
formulated mood scales from color appearance attributes
like luminance, hue, and chroma [27], [28], [29]. Ou et al. [28]
proposed a 3D color mood space which is consistent with
findings in [27]. In a follow-up work [29], they identified
three similar factors by principle component analysis (PCA)
for color pairs, revealing a coherent color mood space for
either single color or two-color combination. Wang et al. [30]
adopted the theory for image color theme enhancement. We
extend the theory into 3D with two or more colors and vali-
date the effectiveness with experiments and user studies.

2.3 Camera Control in Virtual Environments

As a basic problem in computer graphics, 3D camera control
has been addressed by a wide range of techniques in vari-
ous contexts [31]. Automatic computation of single view-
point was first addressed by Blinn [32], who presented an
efficient technique to compute the position and orientation
of a camera according to the specification of on-screen prop-
erties. It was then further generalized to consider various
visual properties of the image space as constraints on the
degrees of freedom of the camera [33]. Some researchers
enforced elements of the filmic language onto the control of
virtual cameras [34], while others used different camera rep-
resentations, such as the Toric space, to simplify the expres-
sion and solving of the problem [35]. New challenges (such
as collision, visibility and smoothness) emerge when com-
puting sequences of viewpoints [36], [37]. Due to the popu-
larity of quadrotors as new photography devices, the study
of automatic camera control has increased in response to
the need to create the desired sequences in possibly evolv-
ing environments [38], [39]. While most existing works
focused on either determining camera paths in virtual/real
scenes or taking high quality photos that follow certain

Fig. 1. Creative interior color design: (a) a 3D indoor scene; (b-d) harmonious (see hue template on the left top corner) colorization with different
moods (indicated by the text on the left bottom corner); (e) pixel distribution of (b-d) in the mood space with colors corresponding to the text with the
same color.
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aesthetical rules, we have a different and more specific pur-
pose. We aim to find the minimum number of representa-
tive viewpoints, with the maximum variations in the
observed scenes, in the areas most frequently visited by
inhabitants.

2.4 Surrogate-Assisted Evolutionary Algorithm

Evolutionary algorithms have been used in the computer
graphics community but remain unpopular. A representa-
tive study by Sims [40] applied evolutionary algorithms
with simple mutation and random crossover operations to
generate images, textures, 3D plant structures and anima-
tions. Their work was then extended by themselves [41] and
Pilat et al. [42] to generate creatures with various motions.
Some other researchers investigated the usage of evolution-
ary algorithm on parameter optimization for procedural
modeling [43]. Finally, evolutionary algorithm has also
been used to evolve a shape collection and thus to extend
the diversity of design gallery [44].

A major obstacle preventing the popularity of evolution-
ary algorithm could be the extremely high time cost. Opti-
mization problem in the graphics community is commonly
nonlinear and high dimensional, leading to intensive com-
putation workload. Many researchers tried to conquer the
obstacle by using approximate fitness evaluations [45].
However, the use of surrogate models may suffer from the
so-called “curse of uncertainty” [46], i.e., the inaccuracies of
the surrogates cause evolutionary algorithms to stall or con-
verge to a false optimum.

In this paper, we design an efficient surrogate-assisted
evolution framework that solves the expensive interior color
optimization problem while satisfying the needs of interac-
tive applications and avoiding the curse.

3 OVERVIEW

Our objective is to find color configurations for objects
(including light sources) in a 3D indoor scene to satisfy cer-
tain indoor design constraints (harmony, mood, etc.), when
inhabitants view from all possible positions and directions.
Mathematically speaking, we describe the objective using a
double integral

argmin
v

Z
V

Z
Q

fðuu;p; vÞduudp; (1)

where v is the color configuration of the objects in the scene,
p 2 V is the camera position, uu 2 Q is the viewing direction,
and the evaluation function fðuu;p; vÞ measures how well
the color configuration meets those constraints under the
current camera setting. The inner integral integrates over all

possible viewing directions given the current camera posi-
tion (the red sphere around the person in Fig. 2a), while the
outer integral covers all possible camera positions in the
indoor space (the blue-shadowed space in Fig. 2a).

As the evaluation function fð. . .Þ is usually rather com-
plicated and non-integrable, directly solving for optimal
color configurations through discretization of V and Q is
time-consuming if not impossible. We design a novel frame-
work to cast it into a discrete optimization problem by first
identifying representative camera positions in the scene
(Fig. 2b) and then generating a cubemap of the current scene
from each camera position (Fig. 2c). Finally, we sum up all
the objective fð. . .Þ of each cubemap face in a weighted
manner. Suggestions are generated through optimization of
the objective function in an interactive evolution framework
and presented to the user for exploration.

4 MCMC CAMERA PLACEMENT

To find the optimal camera placement, we first find the cam-
era trajectories that the inhabitant would mostly follow, and
then determine camera positions on these trajectories to
capture the maximal variation of the scene view. Each posi-
tion is also assigned a default viewing direction, which is
set as the tangent of the trajectory.

4.1 Camera Trajectory Generation

We design a semi-automatic trajectory generation scheme.
First, we generate an action map (Fig. 3a) of the current
indoor scene with the method in [47]. We then convert the
map into a binary image (Fig. 3b) and apply a thinning
operation to get a skeleton (Fig. 3c) which is treated as the
camera trajectory after pruning. The user can also manually
specify the camera trajectory with sketches in the top view
of the entire scene (Fig. 2b).

4.2 Optimal Camera Placement

The next step is to identify a set of optimal camera positions
Po on a trajectory Ci. Po initially contains two ending points
ps and pe of a trajectory by default. To better cover all possi-
ble viewpoints, we choose additional points for camera
placement. Starting from either ending point, we move
along the trajectory toward the other one. A candidate posi-
tion pc is added to Po if the projected area (Sk

c ) of each object
(indexed by k) on the current camera cubemap varies signif-
icantly from the existing camera positions pi in Po. This is
mathematically formulated as

mc ¼
P

k½Sk
c � Sk

i �
S

> �; 8pi 2 Po: (2)

Fig. 2. Overview: (a) the integration domain for camera position (blue) and direction (red); (b) the generation of optimal viewpoints; (c-d) the genera-
tion of cubemap on each viewpoint; (e) the exploratory interface for colorization suggestions.
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Here, S is the area of the whole cubemap, and � is the
threshold for the total variation of the scene view between
the two camera positions. � can be specified directly by the
user or estimated from the division of mc between the two
ending viewpoints of the trajectory and an expected view-
point number nv specified by the user. This strategy mini-
mizes the viewpoint redundancy when constructing Po. To
calculate the projected area of an object, we turn the light in
the scene off and set the materials of all objects as white and
the material of the specified object as red. The projected
area is the sum of the red pixels.

Fig. 4 illustrates the trajectories and viewpoints’ cubemap
images of MCMC and uniform placement for a qualitative
comparison. The corresponding quantitative comparison
between the two methods is summarized in Table 1. The sta-
tistics show that the metric mc between all the neighboring
viewpoint pairs on the trajectory keeps steady in the MCMC
placement while there are significant fluctuations in the uni-
form method. A large mc indicates that important objects
may be missed from the scene, while a small mc indicates
unnecessary viewpoints.

5 OMNIDIRECTIONAL 3D INTERIOR COLOR DESIGN

5.1 Objective Function

Our purpose is to find appropriate color configurations for
objects and light sources in the 3D scene to achieve harmony
under various constraints. The color configuration of an
object Ok is represented by a vector vk containing tuples of
RGB: vk ¼ ðvk1; vk2; . . . ; vkjÞ. Each object’s multiple RGB
tuples correspond to different object components and tex-
tures (indexed by j) assigned to it. Also, different objects
may share the same RGB tuples due to various constraints.

We pack all RGB tuples vks into a long vector v ¼
ðv1; v2; . . . vkÞ for the whole scene. The objective function is
defined as the weighted sum of four terms (the harmony
energy Eh, the mood energy Em, the contrast energy Ec and
the anchor energy Ea) to enforce plausible spatial arrange-
ments of colors and overall color compatibility

EðvÞ ¼ whEhðvÞ þ wmEmðvÞ þ wcEcðvÞ þ waEaðvÞ: (3)

For coefficients in the equation, we set: wh ¼ 100, a large
number to enforce harmony; wa ¼ 100, also a large number
to ensure the consistency with user preference; and wm ¼ 5,
wc ¼ 1 by default so the user can fine tune for their specific
requirements.

The definitions of Eh, Em and Ec are given in Sections 5.2,
5.3 and 5.4 respectively. The anchor energy Ea is used to
ensure that a given object Ok is assigned a color similar to
the one vak prescribed by the user and is simply defined in
the following form:

Ea ¼
X
k

k vk � vak k2 =3: (4)

The anchor energy can also be treated as a hard constraint
by removing the color component of the specified object
from v directly.

5.2 Color Harmony Evaluation

As mentioned in Section 2.2, there is no unified model of
color harmony or color compatibility. The existing models
are mainly for 2D space and have little consensus. We have
no specific preference of one model over the others as the
goal of our work is to explore 3D color harmony, which has
so far been studied by very few people. To be specific, we
explore the effectiveness of these schemes in 3D. We extend
the idea of hue templates [21], [23] to 3D by evaluating the

Fig. 3. Automatic generation of camera trajectory: (a) action map; (b)
binarized action map; (c) skeleton of action map.

Fig. 4. MCMC (top) versus uniform (bottom) camera placements: the different viewpoint distributions on the given trajectory are given in (a); projected
scene images on the main faces (the side toward TV in the scene) of each viewpoint’s cubemaps are shown in (c-e), (b) and (f) are shared by the two
placements.

TABLE 1
Quantitative Comparison ofmc

(b-c)* (c-d) (d-e) (e-f)

MCMC 3.87% 3.94% 4.01% 3.90%
Uniform 3.60% 3.50% 0.82% 3.13%

* ‘b’ and ‘c’ refer to (b) and (c) in Fig. 4, similar for others.
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color harmony on each face of the cubemap and summing
them in a weighted manner

EhðvÞ ¼
X
i

wi

X6
f¼1

wfEhtðfi;fðvÞÞ; (5)

where wi is the weight for each camera cubemap Mi and wf

is the weight for each face fi;fðvÞ. wi ¼ 1 by default when
the camera trajectory is manually sketched, and it is set as
the possibility of inhabitants observing from the camera
position when the trajectory is automatically extracted from
the action map. wf is set to 0.1 for the top and bottom faces
of the cubemap and 0.2 for the side faces. A pilot study was
conducted to illustrate the suitability of the weight values.
Using a VR helmet, we observed the head movements of
participants as they navigated the scene and recorded how
they rotated around the up and side directions (Fig. 5a). The
histograms of the rotating angles around the two directions
are plotted in Fig. 5c. The result shows that participants
tended to keep straight ahead, indicating the importance of
the front face. We also provide another mode to automati-
cally ignore the cubemap faces with minor importance
according to the pilot study. Computation redundancy in
the optimization process is reduced by about 30 percent
when ignoring the top, bottom, and back faces.

The harmony energy for the face is defined similarly
to [22] but with normalization

Ehtðfi;fðvÞÞ ¼ argmin
m;a

X
p

k HðpÞ � ETmðaÞðpÞ k �SðpÞ
180

;

where H and S denote the hue and saturation channels
respectively, p is a pixel on the face image fi;fðvÞ; the hue
distance k � k refers to the arc-length distance on the hue
wheel (measured in radians). Tm represents the mth tem-
plate in Matsuda’s scheme [21], and ETmðaÞðpÞ is the sector
border hue of Tm with orientation a that is closest to the hue

of the pixel p [22]. Hues that reside inside the sectors of Tm

are considered to have zero distance from the template.

5.3 Color Mood Evaluation

Colors and their combinations can evoke various emotional
feelings. For example, the combination of pink and purple
colors is used to convey “gracefulness”, while the combina-
tion of blue and grey colors canmake people feel “sad”. Such
effects are especially important in interior color design.

We use Ou et al.’s model [28], [29] to quantitatively asso-
ciate color with emotion. They applied principle component
analysis and constructed a 3D color mood space of activity
(active-passive), weight (heavy-light), and heat (warm-
cool). They used the following functions to transfer colors
from the CIELab spaceF � R3 to the mood spaceC � R3

cc0 ¼ a1 þ a2 ðff0 � a3Þ2 þ ðff1 � a4Þ2 þ ff2 � a5

a6

� �2
" #1=2

;

cc1 ¼ v1 þ v2ðv3 � ff0Þ þ v4 cos ðh� v5Þ;
cc2 ¼ t1 þ t2ðCÞt3 cos ðh� t4Þ;

where ff 2 FF with its three components are the CIELab
lightness coordinates; C is the CIELab chroma; h is the CIE-
Lab hue angle; and cc 2 CC with its three components repre-
sents activity, weight, and heat, respectively. Table 2 lists
the specific values of the coefficients (referenced from [28]).

The additive relationship of mood evocation was vali-
dated for two-color combinations in [29] and further gener-
alized to more than two colors in [30], but without a formal
validation. We use a similar formulation to evaluate the
mood ccM of a cubemap M (or each of its face) by averaging
the mood of each pixel. The mood energy Em for the cube-
map (or one of its faces) is defined by summing the energy
of the three components Ei

m

Em ¼
X2
i¼0

Ei
m; (6)

where Ei
m is defined according to the user preference as

below:

Ei
m ¼ ð2� cciÞ2=16; for active; heavy and warm

ðcci þ 2Þ2=16; for passive; light and cool:

�

5.4 Color Contrast Evaluation

While the harmony and mood terms can help enforce global
consistency between colors, they cannot provide good scene
colorization. Contrast is an important factor in visual percep-
tion [48], and areas with high contrast are more likely to
attract human attention and help distinguish scene compo-
nents [49]. There are many different metrics for defining

Fig. 5. Pilot study of user’s navigation behavior: (a) the reference coordi-
nate is defined by the up (z-axis), side (x-axis) and front (y-axis) directions.
The y axis is the tangent vector of trajectory; (b) the viewpoint deviations
from the front direction in the x-y plane (blue) and y-z plane (green) are
observed; (c) histograms of deviation angles in the two planes.

TABLE 2
Coefficients of the Mood Space

Mood dimension activity weight heat

Parameter a1 a2 a3 a4 a5 a6 v1 v2 v3 v4 v5 t1 t2 t3 t4

Value -2.1 0.06 50 3 17 1.4 -1.8 0.04 100 0.45 100 -0.5 0.02 1.07 50
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contrast (see [50]). Here, we use global luminance and define
the contrast energy as

Ec ¼
X
m;n

wmnð1:0� ðk Lm � Ln k =100Þ2Þ; (7)

where Lm and Ln are the L channels in the CIE Lab color
space of two scene objects Om and On. wmn is the contact
area of the two neighboring objects, Om and On.

5.5 Rendering Issues

We only consider the diffusion components of scene objects
in the optimization process as they have a dominant effect
on scene colorization. Texture colors are also considered
and can be smoothly altered with existing photo recoloring
methods [51] (see Fig. 6 for an illustration). Applying these
methods in each evaluation of the objective function can
lead to an extremely time-consuming optimization process
(See Section 6 for details). Therefore, we use a simplified
method during the optimization process and apply recolor-
ing methods at the end. To be specific, we first extract a pal-
ette with size k (k ¼ 5 by default but can be specified by the
user) using the method in [51] and then assign each pixel to
the nearby palette entry. During optimization, we alter the
palette entries’ colors, and the pixels will also be changed to
the same color as the entry they belong to.

The choice of renderer greatly affects the efficiency and
effectiveness of the optimization process. Highly realistic
renderers are usually very complex and time-consuming,
making it difficult to achieve interactive rate in the design
process, while simple renderers may lead to deviations
from the real case in the rendering result, making the opti-
mal material configuration not leading to harmony design
in the final result. In this paper, we make a careful balance
by using a simple OpenGL shader with illumination map-
ping. Experiments have shown the effectiveness of this
strategy in general cases (see Section 7 and Fig. 11).

6 SURROGATE-ASSISTED GENETIC ALGORITHM

FOR COLOR OPTIMIZATION

Considering the non-linearity and high complexity of the
objective function (Equation (3)), stochastic optimization
algorithms like genetic algorithm or simulated annealing are
more suitable for the problem. Although extensive efforts
have been made to reduce the time cost for evaluation of the
objective function (GPU acceleration, simplification of

texture color transfer and renderer), the optimization process
is still time consuming. The main reason is the highly fre-
quent evaluation of the cost function. To accelerate this pro-
cess, we propose a surrogate-assisted genetic algorithm for
color optimization.

Algorithm 1. Surrogate-Assisted Genetic Algorithm

Input: population size Np, sampling space size Ns of surro-
gate model, elitism sizeNe ¼ 20%Np

Output: optimal color configuration vector of the scene xopt
1 bool isSurrogateAvailable=false;
2 P0 ¼ ;;
3 P1 ¼ ;;
4 for i 2 f1 . . .Npg do
5 append(P0,newIndividual());
6 float f[N];
7 calcFitnessWithObjectiveFunction(P0, f);
8 append(S,P0; f);
9 if (jSj � Ns) then
10 buildSurrogateModel(S); isSurrogateAvailable=true;
11 while termination criterion is not met do
12 sort(P0; f);
13 for i 2 f1 . . .Neg do
14 append(P1, P0½i�, f[i]);
15 eliteFiltering(P1);
16 for i 2 f1 . . . ðNp �Ne=4Þ=2g do
17 x1=select(P0; f);
18 x2=select(P0; f);
19 if randðÞ � mutationProbability then
20 xc1=mutate(x1);
21 xc2=mutate(x2);
22 else
23 crossover(x1, x2, x

c
1, x

c
2);

24 float f1, f2;
25 if isSurrogateAvailable then
26 f1=calcFitnessWithSurrogateModel(xc1);
27 f2=calcFitnessWithSurrogateModel(xc2);
28 else
29 f1=calcFitnessWithObjectiveFunction(xc1);
30 f2=calcFitnessWithObjectiveFunction(xc2);
31 append(S, xc1, f1);
32 append(S, xc2, f2);
33 if (jSj � Ns) then
34 buildSurrogateModel(S); isSurrogateAvailable=true;
35 append(P1, x

c
1, f1);

36 append(P1, x
c
2, f2);

37 P0 ¼ P1;
38 P1 ¼ ;;

6.1 Framework

A brief outline of the surrogate-assisted genetic algorithm is
presented in Algorithm 6, and the differences between the
proposed algorithm and a traditional genetic algorithm are
highlighted in bold. The algorithm begins by initializing a
population of design points. During the database building
phase, the algorithm operates like a traditional genetic algo-
rithm and accurately evaluates the standard fitness function
until enough sample points are collected to build the surro-
gate model (Algorithm 6 line 7-8). Subsequently, the algo-
rithm proceeds to build the surrogate model and uses it in
the following evolution.

Fig. 6. Texture color assignment.
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Population Initialization. We use the spoke-dart-based
high-dimensional blue-noise sampling method [52] to gen-
erate an initial population, which covers the search space to
the fullest extent.

Elitism.During each iteration, we select the top 20 percent
of the whole population as elites according to their fitness.
These elites will be further filtered out in the steps below.

Curse of Uncertainty. Selected individuals are resorted
according to the uncertainty estimation (see the end of Sec-
tion 6.2) in an ascending order, and the top 50 percent are
reserved.

Diversity. To maintain the diversity of evolution, we select
50 percent of the reserved individuals with themaximumdis-
similarity from each other. The dissimilarity of two individu-
als (corresponding to two color assignments of the scene) is
defined as the area-weighted sum of the L*a*b* distances
between the same object’s two different color assignmentsX

i

Aikci � ~cik;

where Ai is the summed area of all triangles on an object, ci
and ~ci are the object’s colors in the L*a*b* space.

6.2 Surrogate Model

We choose to use the kriging model [53] as the surrogate
model. A kriging model predicts the response value at an
un-sampled point x as the sum of a global trend function
fT ðxÞbb and Gaussian process GðxÞ

yðxÞ ¼ fT ðxÞbbþGðxÞ; x 2 Rm; (8)

where fðxÞ ¼ ½f0ðxÞ; . . . ; fp�1ðxÞ�T 2 Rp contains a set of the
regression basis functions and bb ¼ ½b0; . . . ;bp�1� 2 Rp refers
to the corresponding coefficients. fT ðxÞb is generally
defined as either a constant or low-order polynomials. The
random process GðxÞ is assumed to be a Gaussian process
with zero mean, variance s2 and nonzero covariance

Cov½GðxÞ; Gðx0Þ� ¼ s2Rðx; x0Þ:
The correlation function Rðx; x0Þ depends on the euclidean
distance between any two x and x0 only. In this paper, a
Gaussian exponential correlation function is adopted with
the following form:

Rðx; x0Þ ¼ exp �
Xm
k¼1

ukjxk � x0kjpk
" #

; 1 < pk � 2;

where uu ¼ ½u1; u2; . . . ; um�T and p ¼ ½p1; p2; . . . pm�T denote the
vectors of the unknown model parameters (hyper parame-
ters) to be tuned.

According to the derivation by Sacks et al. [54], the kriging
predictor ŷðxÞ for a set of N sample points S ¼ fx1; . . . ; xNg
and their corresponding responses ys ¼ fy1; . . . ; yNg can be
written as

ŷðxÞ ¼ fT ðxÞbb	 þ rT ðxÞR�1ðys � Fbb	Þ;
where r ¼ fRðx; x1Þ; . . . ; Rðx; xNÞgT denotes the correlation
vector, and the generalized least square estimation of bb	 is

bb	 ¼ ðFTR�1FÞ�1FTR�1ys;

where F is an N 
 p matrix with Fij ¼ fjðxiÞ, R is an N 
N
correlation matrix with Rij ¼ Rðxi; xjÞ.

A major benefit of the kriging model is the uncertainty
estimation for prediction, which uses the following form of
mean square error

s2ðxÞ ¼ s2f1� rðxÞR�1rðxÞ
þ ½FTR�1rðxÞ � fðxÞ�T ðFT Þ½FTR�1rðxÞ � fðxÞ�g:

The uncertainty estimation provides an important cue to
address the “curse of uncertainty”.

7 EXPERIMENTAL RESULTS

We have developed a prototype system in Unity with C#,
using the DACE toolbox [55] for the kriging model. All
experiments run on a workstation with an AMD Ryzen
Threadriper 1920
 12 Core CPU, 64G RAM and a Geforce
1080Ti GPU.

We investigated how different camera placements can
affect the color optimization process by observing their dif-
ferent objective function values under the same color assign-
ment. As we can see from Fig. 7, the objective function value
(109) of theMCMCmethod is closer to that of a densely sam-
pled trajectory (to approximate line integral on the trajectory)
in the top-left image (86) when compared to that of uniform
sampling (115). Fewer camera placements are needed to
achieve the same accuracy as uniform placement according
to the results shown in the bottom row of the figure, indicat-
ing reduced computation redundancy. We can also notice
the approximation to dense sampling with the number of
camera samples increased in theMCMCmethod.

The accurate fitness evaluation and the kriging-approxi-
mated fitness evaluation both lead to consistent conver-
gence result of the evolution process, as shown in Fig. 8a.
However, the time costs for these two methods differ signif-
icantly: 15 minutes for the accurate evaluation case, and 2-3
seconds for the approximation case. Fig. 8b demonstrates
the reliability of the uncertainty measure provided by the

Fig. 7. Effect of camera placement on scene color optimization: the top-
left image shows objective function values (red) on several camera posi-
tions (red square) and the averaged value (blue) on the blue trajectory
by dense sampling; the top-middle image shows the averaged objective
function value on the 6 uniformly sampled camera position, while the
other images show the averaged objective function values on 4, 5, 6, 7
camera positions sampled with the MCMCmethod.
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kirging model. The elitism filtering towards uncertainty in
Section 6.1 reserves individuals with good estimated fitness
and thus guarantees the plausibility of the surrogate-
assisted evolution framework. Finally, Figs. 8c and 8d show
a high consistency for colorization between the approximate
and accurate modes as the rankings of colorizations in the
counterpart are close.

Table 3 reports the timing statistics for scene colorization
referred in the paper. It generally costs 2-3 seconds to pro-
vide suggestions for a scene. The duration of the optimiza-
tion process is independent of the scene complexity. To
validate this, we constructed five interior scenes with the
number of objects ranging from 10 to 50, and then colorized
the scene with our method. We can see from Fig. 9 that the
time cost for fitness evaluation is close to stable.

We further investigated the effect using different cube-
map resolutions. Our current implementation runs on GPU,
therefore the process duration is almost linearly propor-
tional to the cubemap resolution (please refer to the top left
image in Fig. 10).

We also investigated the effect of different renderers on
the calculation of the objective function. As we can see from
Fig. 11, the color histogram on hue wheel looks highly simi-
lar and the distributions of the image pixels in the mood
space are also highly overlapped. Therefore, the type of

renderer has limited influence on the evaluation of harmony
and mood. This implies the distinct use of the fast OpenGL
renderer in the optimization process and the high-quality
Arnold renderer to output the final results.

Fig. 12 shows a comparison with the related works on
diversity. As we can see from the first row, the colorizations
of [13], [15] are highly similar in appearance across different
scenes (dark red cabinets, brown floor, white quilts, etc.) as
they are learned from sample images of daily scenarios,
whereas our system generates diverse yet promising color-
izations (the second row of Fig. 12). Even when a specific
theme is given, various colorizations can be generated, as

Fig. 8. Effectiveness of kriging approximation: (a) convergence of evolu-
tionary algorithm with approximate and accurate fitness evaluations; (b)
estimation error versus uncertainty measure for estimated individuals;
(c) optimal colorization with the surrogate fitness rank Rs=1 corresponds
while the real fitness rank Rr=5; (d) optimal colorization with the real fit-
ness rank Rr=1 corresponds while the surrogate fitness rank Rs=2. All
ranks are in the ascending order.

TABLE 3
Performance Statistics

Scene # objs Pre-computation (s) Evolution (s) # iters

Fig. 1 59 55.1 1.76 29
Fig. 11 72 44 1.5 35
Fig. 12 (row 2) 54 38 2.1 30
Fig. 12 (row 3) 492 49 2.7 55
Fig. 15 94 52 2.3 52
Fig. 16 29 50 1.24 45
Fig. 23 703 55 2.3 45

Fig. 9. Performance statistics under different levels of scene complexity.

Fig. 10. Performance statistics under different cubemap resolutions.

Fig. 11. Influence of using different renderers. The left side shows the
rendered results with OpenGL in Maya (top) and Arnold in Maya (bot-
tom) respectively with the corresponding hue histogram, while the right
side shows pixel distributions in the mood space.
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shown in the third row of Fig. 12 where the results are gen-
erated under a theme similar to [15]. In summary, our
method performs better in terms of colorization diversity.

We also conducted a user study to compare our system
more accurately with MagicDecorator [13].1 A set of sugges-
tions generated by both systems were presented to the par-
ticipant, who was then asked to rate them according to
three different aspects: reasonability, inspiration, and over-
all preference. According to the results presented in Fig. 13,
our system scored better than MagicDecorator for inspira-
tion and overall preference but slightly worse for reason-
ability. The system can also optimize lighting properties to
generate optimal colorization, as shown in Fig. 14, which
has seldom been explored in previous works.

The effects of grouping constraints and energy terms in
Equation (3) are presented in Fig. 15. As we can see from
Fig. 15a, sofas were assigned with the same color with the
grouping constraint (top), otherwise different colors (bottom).
To better investigate the effect of harmony energy, we turned
off the grouping constraint for sofas (the grouping constraint
for cabinets was kept throughout the whole process). The

removal of the harmony energy term leads to a more diverse
coloring of the sofas (bottom) and a more diverse histogram
distribution (see the right side of the images in Fig. 15b). To
better investigate the effect of the last three energy terms, we
temporarily set the weight to 100 for the corresponding term,
with the others set as 1 (except the harmony term, which is
always set as 100). Fig. 15c shows the comparison between the
two opposing moods: heavy (top) and light (bottom). From
the corresponding histogramon the right side,we can observe
a clear distribution of pixels towards the corresponding poles.
We can also see a sharper color contrast between sofa and
floor in Fig. 15dwhen contrast is enhanced (top). In Fig. 15e, it
can be seen that the sofa is colorized similar to the specified
color (inset in the top left of each image)when user preference
is enforced.

8 USER STUDY

8.1 Preparation

We recruited 17 participants (male: 12, female: 5) aged 19 to
30 years.We generated 200 different color assignment results
for a typical living room and selected 5 with uniformly dis-
tributed metrics in each dimension (harmony-disharmony,
warm-cool, positive-negative, heavy-light). The other met-
rics were kept the same to reduce their influence. Fig. 16
shows the chosen schemes. We described the task at each
stage and gave the participants time to familiarize them-
selveswith it.

A set of example images2were prepared to show partici-
pants what is harmony and color mood (See Fig. 17).

We provided each participant with a VR headset so that
they could immerse themselves and navigate in the indoor
scene (Figs. 18a and 18b). Their traces during navigation
were recorded and visualized as a heat map (Fig. 18c). This
map was then used to train the action map generation
model [47] to infer optimal camera positions in a different
yet similar indoor scene.

8.2 Validation of 3D Harmony

In this stage, we first informed each participant about har-
mony and disharmony by introducing existing color har-
mony models and showing them some opposing pairs of
images (Fig. 17a).

Two colorization schemes for the testing scene were ran-
domly chosen from those in the first row of Fig. 16 for each

Fig. 12. Comparison with existing works: blue squared images are
from [13], red squared images are from [15] while green squared images
are generated by our system.

Fig. 13. Subjective comparison: the second row shows suggestions pre-
sented by our system while the third row shows those presented by
MagicDecorator.

Fig. 14. Colorization with different lighting conditions.

1. Results are provided by the authors

2. Collected from [22] and the following websites:
http://www.verydesigner.cn
https://articulo.mercadolibre.com.ar
https://zhuanlan.zhihu.com/p/61712002
https://freshome.com and https://freshmedia.bg/
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Fig. 15. Effects of grouping constraint and energy terms: (a) grouping; (b) harmony; (c) mood; (d) contrast; (e) preference.

Fig. 16. Scoring scenes. Each row shows five colorization results with uniformly distributed attribute values in the corresponding dimension while
other attributes are the same.

Fig. 17. Opposing image pairs shown to the participant: (a) harmony (left) versus disharmony (right); (b) warm (left) versus cool (right); (c) positive
(left) versus negative (right); (d) heavy (left) versus light (right).
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participant. The participants were then asked to put on the
VR headset and were given 20 seconds to navigate the
indoor scene per colorization scheme. They were then asked
to point out which scheme had more harmony and score the
harmony of each scheme using a five-point Likert scale,
with 5 indicating harmony and 1 indicating disharmony.
Fig. 19a shows the rating statistics.

8.3 Validation of 3D Mood

Similar to the previous stage, we first informed each partici-
pant about color mood by introducing them to the existing
color mood models and showing them some opposing pairs
of images on the three dimensions of the mood model
(warm-cool, positive-negative and heavy-light in Figs. 17b,
17c, and 17d). Two colorization schemes for each dimension
were randomly chosen from those in Fig. 19 for each partici-
pant. The participants were then told to put on the VR head-
set and given 20 seconds to navigate the indoor scene per
colorization scheme. They were then asked to score the
warmth (positiveness/heaviness) of each scheme using a
five-point Likert scale, with 5 indicating warm (positive/
heavy) and 1 indicating cool (negative/light). Figs. 19b, 19c,
and 19d show the rating statistics.

8.4 Validation of System Usability

The purpose of this stage is to investigate how the system
could help people with creative interior color design. The
participants were asked to colorize a given interior scene
with our system and with the standard Unity system. The
colorization interfaces of two systems are shown in Fig. 20.
After introduction of the two interfaces, each participant

was given 5 minutes to familiarize with the interfaces before
performing the task.

The duration of the colorization process was recorded
(Fig. 21). Participants were divided into two groups: G1 and
G2. G1 used our system first and then the standard Unity
system while G2 followed the reverse order. The results
show that participants were 6 times faster when using our
system compared to the alternative choice.

After finishing the tasks, each participant completed a
questionnaire about their preference towards our interface by
rating its different aspects using a 5 point Likert scale, with 5
indicating that they strongly agree and 1 indicating that they
strongly disagree. Fig. 22 presents the rating statistics.

Some participants pointed out that some of the coloriza-
tion schemes generated by our system were too colorful and
more suitable for public interior scenes (such as bars or
shopping malls) rather than home interiors. Therefore, we
added a scene and recruited new participants. We separated
the ratings for the two scenes on Q5 for a comparison, which
is presented in Fig. 22b. The score for “kindergarten”
increased to about 4.2 while the score for “living room”
dropped to around 2.8, which made sense as kindergartens
tend to be colorful. In general, our method is more suitable
for places like kindergartens, bars, shopping malls, and
other commercial establishments where a rich variety of

Fig. 18. User study setup: a participant wore a VR headset (a) and navi-
gated in the colorized scene (b) with his action map recorded (c).

Fig. 19. Scene rating: (a) harmony versus disharmony; (b) warm versus
cool; (c) positive versus negative; (d) heavy-light.

Fig. 20. Interfaces for interior colorization: (a) our system; (b) the stan-
dard Unity.

Fig. 21. Usability timing statistics. The vertical axis shows the average
time to complete each experiment.

Fig. 22. Questionnaire. (a) Overall rating. (b) Separate ratings for differ-
ent scenes on whether the participant was satisfied with the results.
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colors is welcomed. Some colorization results (Fig. 23) may
not look so appealing especially in heavy mood, although
the objective function is well optimized. This may partially
explain the fluctuations in Fig. 19a. The issue was partially
solved by presenting multiple suggestions to the partici-
pants after evolution. Potential solutions include adding
constraints into evolution process and allowing the partici-
pants to interactively adjust the angles of the harmony hue
templates to avoid unappealing color combinations.

9 CONCLUSION

This paper proposes a novel design method to provide
diverse color suggestions for a 3D interior scene when
observed from all possible positions and directions. Our sys-
tem starts with the (semi-)automatic specification of multiple
viewpoints in the scene and then looks for optimal color
assignments for the objects using a surrogate-assisted algo-
rithm. The viewpoints are selected to be on the trajectory that
an inhabitant most possibly passes by and to cover a maxi-
mum variation of the scene view. General global and local
rules, including harmony, mood, contrast and user prefer-
ence, are considered when finding the optimal color assign-
ments. Thanks to the introduction of the kriging model as a
surrogate, the optimization problem can be solved fast
enough to satisfy the needs of interactive applications. The
diversity of the suggestions is preserved and the curse of
uncertainty is alleviated by the carefully designed evolution
process. Experiments and user studies have been conducted
to validate various aspects of the system. Compared with
existing works, our method provides more diverse coloriza-
tion results, making it more suitable for creative interior
design.

In the future, we would like to explore the following
areas to further improve the system:

� Global user preference. Althoughwe allow the user to
specify his preferred colors for certain objects (local
preference), the overall colorization style (global pref-
erence) is commonly expected. However, such global
preference is quite abstract and the user usually only
has a vague demand at the beginning, making it

difficult to clearly specify the global reference. Our
initial solution is to fit a preference model based on
the residence time of eye ray (captured through eye
tracking) for each color suggestion (Fig. 2e). The pref-
erence model will then be integrated and refined by
using an interactive evolutionary computing frame-
work [56] to incorporate the global preference.

� Multi-objective optimization. Although most param-
eters are automatically determined according to the
statistical analysis of inhabitant behavior and gener-
ally fixed in the experiments, we still need to fine-
tune different weights corresponding to the optimi-
zation energies. This work uses a sequential strategy
to fix the weight for harmony as a large value due to
its importance and the large solution space. The
weights for mood and anchor constraints are tuned
according to preference, and the contrast term is con-
sidered finally. Our future work may consider solv-
ing this problem with multi-objective optimization
and avoid the challenge of parameter tuning.

� Computational efficiency. The current implementa-
tion uses the MCMC camera placement together
with orientation filtering to reduce the redundant
computation in the double integral of Equation (1).
We would like to investigate more efficient strategies
for defining an indicator on each object surface
reflecting how the surface could attract user atten-
tion. This indicator could further assist in finding
optimal viewpoints.
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