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Supplementary

1 PERFORMANCE ON IMAGE RETARGETING

We exhibit more results on image retargeting in Fig. 1 to
further demonstrate the capability of our method. Alike
video content, our approach also performs well on different
image contents, i.e., portrait image - Fig. 1(a), shaped object
- Fig. 1(b), multiple objects - Fig. 1(c), line structure - Fig.
2(d). Images with reflection symmetry are challenging when
retargeted by seam carving operator [2]. Fig. 1(d) consists
of line structure and symmetrical structure. Our method
still works well and produces appealing results without
distortion.
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Fig. 1: Demonstrate our performance on retargeting images
with diverse image content.

Apart from the comparisons with video retargeting
methodologies in the manuscript, we further discuss the
ability of our method via visual comparison with four recent
state-of-the-art image retargeting systems, WSSDCNN [3],
SAMIR [7], grid encoding model [4] and Cycle-IR [6]. The
visualization is presented in Fig. 2. In each comparison, we
include the results generated from MultiOP [5] and linear
scale to facilitate readers inferring the quality of the results.
The experimental results in a single method demonstrate

their effectiveness with their own advance on a certain
data. However, all these methods have their downfalls.
WSSDCNN [3] is the first work approaching image retar-
geting by deep learning technique. In the result presented
in Fig.2(a), it can be seen that noticeable distortions occur
in their results (the table and the chairs). Meanwhile there
is no distortion in our result. With the second competitor
SAMIR [7], Fig.2(b), our method outperforms while their
result suffers from cropping significantly. In Fig.2(c), the
image “Housefense” is challenging since the important con-
tents are mostly distributed throughout the entire image.
As observed, Cycle-IR [6] fails to preserve the line structure
encompassed in this image, i.e., the road or the fence. This
is also the limitation mentioned in their work, i.e., they
fail to work on images with different complex scenes. The
final competitor is a novel grid encoding model for content-
aware image retargeting [4]. Generally, the bird’s shape in
Kim's result is preserved pretty well and slightly better than
ours. However, the wire is distorted heavily in their result.
Our result is probably not perfect in this competition but
there is no artifact or distortion appears in this case.
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Fig. 2: Comparisons with WSSDCNN [3] (a), SAMIR [7] (b),
Cycle-IR [6] (c), and a grid-warping by Kim et al. [4] (d).
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2 DISCUSSION ON CROPPING EFFECT

As we discussed in the manuscript, when we construct
frames R, we set a window [(Sp — Ze) ¢ (% + Ze)], as
we visualize in Fig. 3, in which the black is the source size,
the red is the estimated size, and the blue is the target size.
Therefore, when constructing the final resized frame by this
equation, the pixels, which are out of the blue window, will
be cropped. It's worth noting that although cropping may
occur in almost all cases, this is just a light cropping. In the
cases that the main objects are at the leftmost or rightmost
of frames, the resized results are not appealing such as the
example in Fig. 4.

Fig. 3: Visualization the reason of cropping effect.
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Fig. 4: Sample of resizing result with main object not in the
middle of frame.

Heatmap of residual between
frame #143 and frame #144

Frame #143 Frame #144

Fig. 5: Heatmap of residual image.

3 MORE VISUALIZATIONS

In Fig. 4 of the main manuscript, we exhibit our results with
the same configuration of equation (6) to demonstrate our
performance in different resizing ratios. The results we put
in Fig. 4 are scaled down to make them fit the page width, it
is therefore not clear for reader’s observation. We showcase
the Fig. 6 for the comparisons between our results and those
by linear scaling in 0.5 and 0.3 ratios. Zooming in the regions
we highlight in yellow, we can see that our results are less
deformed than those by linear scaling. Particularly the body
(yellow arrows) and the legs (yellow circles) of main objects.
Inferring these regions in the results of 0.3 resizing ratio, we
can see the same effect.

Should we consider more cropping? - Actually, we do not
need to integrate with cropping. By adjusting value of ¥,

2

as we present in equation (16), we can generate resizing
results according to our perceptual expectations. Besides,
our method by itself has the cropping effect. Adjusting
helps us to control the content in the window. Since the
ratios 0.5 and 0.3 are the common use cases for mobile
phones, to apply it on mobile phones, we will run equation
(16) to make the content in resized videos more appealing. A
visualization can be seen in the below figure. Obviously, our
results are much better than linear scale and Adobe Express
[1] in 0.3 ratio.

Fig. 5 shows the heatmap of residual between two frames
discussed in equation (18) of the manuscript. In this equa-
tion, given two frames F; and F;_; of height H and width
W, the numerator returns the residual of the two frames,
as we visualize the heatmap of residual in the figure below.
Thereafter, we convert it to an array and average on the total
of pixels by H x W. We divide it by 100 to normalize it to
range of [0, 1].

Besides the results in the manuscript, Fig. 8 exhibits more
video retargeting results. Visualization on video of these
results could be seen on our project website!.
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Fig. 6: Zoom in comparison between our our RETVI versus linear scale on 0.5 and 0.3 ratios.
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Fig. 7: Our result competes with linear scale and Adobe Express on 0.3 ratio.
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Fig. 8: Left to right: input video frame, resized frame of 0.5 ratio, resized frame of 1.25 ratio. The right most column is the 0.5 ratio

results by linear scaling.
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