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Fig. 1. Training-free generation results of IP-Prompter . Each result presented in this paper is generated using a fixed random seed.

The stories and characters that captivate us as we grow up shape unique
fantasy worlds, with images serving as the primary medium for visually
experiencing these realms. Personalizing generative models through fine-
tuning with theme-specific data has become a prevalent approach in text-to-
image generation. However, unlike object customization, which focuses
on learning specific objects, theme-specific generation encompasses di-
verse elements such as characters, scenes, and objects. Such diversity also
introduces a key challenge: how to adaptively generate multi-character,
multi-concept, and continuous theme-specific images (TSI). Moreover, fine-
tuning approaches often come with significant computational overhead, time
costs, and risks of overfitting. This paper explores a fundamental question:
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Can image generation models directly leverage images as contextual input,
similarly to how large language models use text as context? To address this,
we present IP-Prompter , a novel training-free TSI generation method. IP-
Prompter introduces visual prompting, a mechanism that integrates reference
images into generative models, allowing users to seamlessly specify the
target theme without requiring additional training. To further enhance this
process, we propose a Dynamic Visual Prompting (DVP) mechanism, which
iteratively optimizes visual prompts to improve the accuracy and quality
of generated images. Our approach enables diverse applications, including
consistent story generation, character design, realistic character generation,
and style-guided image generation. Comparative evaluations against state-
of-the-art personalization methods demonstrate that IP-Prompter achieves
significantly better results and excels in maintaining character identity
preserving, style consistency and text alignment, offering a robust and
flexible solution for theme-specific image generation. Our project page:
https://ip-prompter.github.io/.
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1 Introduction
If a picture is worth a thousand words, then a theme tells an entire
story.We define a theme-specific image (TSI) as a visual composition
that cohesively integrates characters, objects, and environments
within a unified artistic style or narrative framework. TSIs align
explicitly with a defined theme or concept, making them essential
for thematic communication and audience engagement. These im-
ages have applications in areas such as branding, storytelling, and
design. Recent advancements in text-to-image generation models
have enabled users to synthesize images from text prompts. For
generating images of specific concepts, popular methods include
personalized techniques such as model fine-tuning [Ruiz et al. 2023],
the integration of auxiliary control networks [Mou et al. 2024;
Zhang et al. 2023c], and attention exchange mechanisms for concept
injection [Chung et al. 2024; Hertz et al. 2024]. However, unlike
object customization tasks, which focus on learning specific objects,
generating TSIs involves managing a diverse set of elements, includ-
ing characters, scenes, and objects. For instance, as shown in Fig. 1(a),
TSIs of The Adventures of Tintin encompass multiple elements such
as Tintin, Snowy, and Captain Haddock. This diversity presents a
significant challenge: designing methods capable of flexibly and effi-
ciently adapting to multi-character, multi-concept, and continuous
generation tasks, all while minimizing costs. Existing fine-tuning
approaches struggle with rapid concept switching and introduce
high computational and time overhead. Similarly, approaches that
rely on auxiliary networks or attention exchange mechanisms often
struggle to maintain the identity consistency of characters and
objects while necessitating structural modifications to large pre-
trained models, thereby introducing additional challenges.
On the other hand, large language models (LLMs) have demon-

strated the ability to use user-provided context as knowledge, of-
fering convenience in textual communication. Inspired by this, we
extend this paradigm to visual communication in image genera-
tion models. Despite the inherent challenges of TSI generation,
it offers a unique advantage: the availability of extensive visual
context in the form of character, object, and background images,
which can be leveraged directly. In this paper, we introduce a visual
prompting interaction framework based on image inpaintingmodels.
As illustrated in Fig. 2(c), this framework incorporates personal-
ized concepts by directly stitching guiding images as contextual
information. Visual prompting eliminates the need for additional
networks, modules, or attention mechanisms. This training-free and
modification-free approach not only enhances efficiency but also
ensures that guidance information remains within the same visual
domain as the target output, resulting in precise results.
To address the core challenges of TSI generation, we further

propose a Dynamic Visual Prompting (DVP) scheme. DVP matches
and arranges visual prompts in real time based on the target theme
and user-provided text instructions. Users only need to provide
a thematic image collection, while DVP enables precise control
over the generation model. The key steps of DVP include analyzing
user intentions, matching context information, composing visual

prompts, iterative updating, and evaluation. First, DVP automati-
cally extracts key visual elements from the user’s input text prompts.
Subsequently, it performs visual-textual matching within the theme-
specific image collection. The images with the highest matching
scores are then composed into visual prompts in a specific arrange-
ment according to an importance assessment. These visual prompts
are then updated in self-consistency manner and fed into the gener-
ation model. In the last stage, the generated results are evaluated
and satisfactory output is returned to the user. By dynamically
adjusting reference images according to user instructions, DVP
ensures superior flexibility, accuracy, and efficiency. We name our
TSI generation method incorporating DVP as IP-Prompter .

We also conduct extensive comparisons with a wide range of
baseline methods on TSI generation tasks. IP-Prompter demonstrates
state-of-the-arts performance in theme consistency and text-image
alignment. Moreover, IP-Prompter can directly assist users in diverse
design applications, including consistent story generation, charac-
ter design, realistic character generation, and style-guided image
creation. In summary, our contributions are as follows.
• We introduce a new approach for visual prompting, i.e., inter-
acting with the image generation model in a training-free and
modification-free manner through a multi-grid format. We em-
phasize the importance of optimizing visual prompts in the same
way as carefully designing text prompts.

• We propose IP-Prompter , a TSI generation method that leverages
DVP to dynamically adjust guiding images according to user input.
DVP tackles the core challenge of flexibility in TSI generation, and
offers exceptional accuracy and efficiency, seamlessly adapting to
multi-turn dialogues.

• Extensive experiments demonstrate that IP-Prompter achieves
state-of-the-art performance in TSI generation tasks. Addition-
ally, IP-Prompter supports diverse creative applications, including
consistent story generation, character design, realistic character
generation, and style-guided image creation.

2 Related Work
Theme-specific and consistency-oriented image generation tasks fo-
cus on creating a series of new images that preserve consistent visual
and semantic characteristics guided by input directives. Achieving
this goal necessitates models capable of reliably maintaining the
core identity of personalized content while adapting it to varied
contexts. Recent progress in this area has led to the development of
diverse approaches, broadly classified into training-based methods
and training-free image guidance techniques.
Conventional approaches to personalized generation often de-

pend on fine-tuning models or incorporating supplementary net-
works to attain precise control over the generated outputs. Tech-
niques such as DreamBooth [Ruiz et al. 2023], LoRA [Hu et al. 2021],
and subsequent works [Chen et al. 2024; Jang et al. 2024; Kumari
et al. 2023a; Purushwalkam et al. 2024; Shah et al. 2025; Sohn et al.
2024; Xu et al. 2024] focus on fine-tuning the model’s attention
mechanisms to embed personalized concepts effectively. Another
class of methods, including Textual Inversion [Gal et al. 2023] and
subsequent works [Avrahami et al. 2023; Huang et al. 2024c; Li et al.
2024a; Vinker et al. 2023; Wei et al. 2023; Zeng et al. 2024b; Zhang
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Prompting Large Language Models 
with Text Prompts

Please write a new story 
based on the following:

In the latest adventure, our 
intrepid hero finds himself in 
the bustling city of Shanghai. 
A mysterious artifact has 
been stolen ...

Finetuning Text-to-Image Generation 
with Training Images

A man in a blue shirt 
riding a bicycle with a 
white puppy in his 
basket, with grass and 
sky in the background.

“The Adventures of 
Tintin” is a series of 
comic albums features 
the character Tintin.
The series follows Tintin 
and his dog Snowy ...

(a) Context based on the text prompts (b) Context based on the finetuning

Prompting Text-to-Image Generation 
with Visual Prompts

Text Prompts: A man in a blue 
shirt riding a bicycle with a white 
puppy in his basket, with grass 
and sky in the background.

Visual Prompts:

Large Language Models Pretrained Text-to-Image 
Generative Models

Finetuned Text-to-Image 
Generative Models

(c) Ours: Context based on the visual prompts

Context 

“Context” Context 

Fig. 2. Schematic illustration of visual promoting: (a) Text prompting in LLMs provides context and knowledge for the model to generate target content.
(b) Existing personalized methods inject concepts into the model by fine-tuning the model, training a reference network, or altering the model structure to
achieve thematic control. (c) Our proposed visual prompting based on inpainting represents a new model interaction paradigm, where visual prompts directly
provides contextual information to the model, enabling fast and efficient controllable generation without the need to modify the generative model.

et al. 2023a,b], invert guiding images into the textual space, enabling
concept guidance through textual prompts. Frameworks like T2I-
Adapter [Mou et al. 2024], ControlNet [Zhang et al. 2023c], and
related approaches [Gal et al. 2024; Parmar et al. 2025; Wang et al.
2024b,a; Ye et al. 2023; Zong et al. 2024] incorporate additional refer-
ence networks to encode and inject guidance concepts directly into
the generation pipeline. In particular, these methods do not require
additional fine-tuning during inference. While these approaches
facilitate personalized generation, they typically require extensive
parameter updates and incur substantial computational overhead,
limiting their efficiency in scenarios that demand scalability or rapid
adaptation.
Recent trends in personalized generation focus on training-free

methods, which achieve concept injection by manipulating features
or utilizing the capabilities of pre-trained models. For instance,
StyleAligned [Hertz et al. 2024] and concurrent techniques [Alaluf
et al. 2024; Chung et al. 2024; Deng et al. 2024] achieve style-consistent
image generation by swapping keys and values between reference
and generated images in the attention layers. ConsiStory [Tewel
et al. 2024] introduces a subject-driven shared attention block and
correspondence-based feature injectionmechanism. FreeCustom [Ding
et al. 2024] introduces a multi-reference self-attention mechanism
and a weighted mask strategy to inject concepts. The above methods
requires manipulations of model structures and are challenging
generation characters of different actions.

Some methods explore visual prompting in the field of computer
vision. Bar et al. [2022] propose that various computer vision tasks
can be treated as grid inpainting problems. They also highlight the
importance of diverse data. Zhang et al. [2023d] conduct an inves-
tigation on the impact of in-context examples in computer vision
and found that the performance is highly sensitive to the choice of
examples. In the field of image generation, some methods [Yeh et al.

2024] utilize image prompting to achieve guidance. Analogist [Gu
et al. 2024b] explores the performance of visual in-context learning
by proposing self-attention cloning. IC-LoRA [Huang et al. 2024b]
maps reference images to generate output via LoRA training. Group
diffusion transformers [Huang et al. 2024a] establishes associa-
tions using a group-attention block. JeDI [Zeng et al. 2024a] injects
reference information through coupled self-attention. OminiCon-
trol [Tan et al. 2024] proposes a minimal control framework to
achieve conditioning. Diptych Prompting [Shin et al. 2024] leverages
the inherent consistency capabilities of pre-trained models and
integrates a single reference image via attention re-weighting. In
contrast, we introduce prompt engineering to the visual domain by
treating the dataset as an independent prompt bank that provides
visual elements, rather than embedding dataset-specific information
into model parameters.

3 Method
Dynamic Visual Prompting (DVP) is designed to generate novel
images that align with a user-provided image set while adhering
to the content of a textual prompt. Inspired by human creative
processes, theme-specific creation typically involves defining the
subject, designing its appearance, iteratively refining the design, and
producing high-quality outputs. Therefore, the challenges in theme-
specific generation can be distilled into the following key tasks: (1)
Clarifying the subject of creation: How can user intentions be effec-
tively decomposed and interpreted to produce meaningful outputs?
(2) Establishing textual-visual connections: How can textual prompts
be linked to visual elements to ensure generated outputs reflect the
desired content and appearance? (3) Optimizing generation results:
How can visual prompts be organized and selected to maximize
output quality? Furthermore, how can the generated results be
systematically evaluated?
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Fig. 3. Pipeline of IP-Prompter: Dynamic visual prompting (DVP) includes three key stages: (1) Comprehending user intent and extracting key elements; (2)
Matching and generating visual prompts; and (3) Updating and evaluating prompts through self-consistency. This way (4) DVP enables effortless transition
between diverse creative subjects, thereby enhancing the flexibility and efficiency of content generation.

To address these challenges, we propose DVP (see Fig.3), a frame-
work composed of three steps: (1) user intent understanding and
key element extraction; (2) visual prompt matching and generation;
and (3) self-consistent prompt updating and evaluation. DVP is
designed to (4) seamlessly switch between different creative subjects,
providing enhanced flexibility and efficiency in content generation.

User Intent Understanding and Key Element Extraction. The first
step in DVP is to interpret the user’s creative intentions and identify
the central subject of the creation. To accomplish this, DVP employs
visual element extraction based on the user’s input textual prompt.
This process can be performed either automatically, using LLMs, or
manually, through user input. Specifically, we utilize a structured
text command structured as follows: “Please extract 𝑁 key visual
elements from this paragraph.” Here, 𝑁 is either set to a default value
(e.g., 𝑁 = 3) or specified by the user. This process yields a set of
key elements {𝑒𝑙𝑒𝑚𝑒𝑛𝑡0, . . . , 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑁 }. Identifying these elements
is critical, as failing to do so may result in visual prompts lacking

the specific semantic details necessary for accurate and meaningful
content generation.

Visual Prompt Matching and Generation. The second step estab-
lishes a connection between the textual and visual prompts by
leveraging the CLIP model [Radford et al. 2021] to map those ele-
ments into a shared embedding space. The CLIP text encoder and
image encoder are used to transform the extracted key elements and
images into text embeddings {𝐸0, . . . , 𝐸𝑁 }, and image embeddings
{𝐼0, . . . , 𝐼𝑀 }, where𝑀 corresponds to the number of user-provided
images. The similarity between each text embedding and image
embedding is then computed as: 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖, 𝑗 =

𝐸𝑖 ·𝐼 𝑗
∥𝐸𝑖 ∥ ∥𝐼 𝑗 ∥ . For each

visual element, the top-𝐾 images with the highest similarity scores
are selected, resulting in 𝑁 ×𝐾 image candidates. We set 𝑁 = 3 and
𝐾 = 3, and this process yields a 3 × 3 image template (see Fig. 3).

The arrangement of visual prompts within the mask-filling gener-
ative model plays a crucial role in the generation process. To analyze
this influence, we conduct attention visualization experiments. For
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Fig. 4. Attention maps computed during model inference. Here, a lots
of visual prompts are combined in various arrangements. As shown in the
upper right corner, areas with deeper colors are allocated more attention.
These are referred to as significant regions and aremarkedwith star symbols.

the same group of reference images, inference is performed with
different grid arrangement. We calculate the average attention maps
(annular) of the reference image to the generated image obtained
during all inferences, and the results are shown in the upper right
corner of Fig. 4. This reveals that specific starred regions exhibit
higher average attention intensities (deeper colors) compared to
other areas, indicating their significance within the image grid.
Consequently, the most important images are placed in these high-
attention regions, and are complemented by a central mask. These
inputs are then fed into an image inpainting model, which synthe-
sizes the target image within the central mask, guided by the user-
provided textual input. We use six arrangements in all experiments.
Three visual elements are fully permuted across rows.

Self-consistent Prompt Updating and Evaluation. For imageswithin
the starred/unstarred region, variations in images arrangement can
still influence the generated images. Similar to the behavior observed
in LLMs, where semantically identical prompts may yield divergent
outputs, a self-consistent strategy [Wang et al. 2022] was adopted
to address this variability. In LLMs, self-consistency typically in-
volves evaluating outputs generated from different prompt arrange-
ments and selecting the most plausible result through a voting
mechanism. Inspired by dynamic prompting [Yang et al. 2023] and
self-consistency in LLMs, we introduced a self-consistent prompt
updating approach. As shown in the iterative refinement stage of
Fig. 3, the model iteratively rearranges a set of visual prompts to
produce diverse outputs. The best match to the user’s requirements
is then selected using quantitative metrics, including text-image
consistency (CLIP text score), thematic consistency (CLIP image
score), and visual quality (evaluated using visual-language models).
In this way, DVP can help users obtain themost suitable combination
of reference images and reduce their burden on selection.

4 Experiments
Evaluation baselines. We compared our method with state-of-

the-arts personalization methods, including FLUX 1.0 [Labs 2023],
Textual Inversion (TI) [Gal et al. 2023] with SDXL [Podell et al. 2023],
DreamBooth+LoRA [Ruiz et al. 2023] with FLUX, Kolors [Team

2024] Character with FLUX, IP-Adapter [Ye et al. 2023] with FLUX,
EasyRef [Zong et al. 2024], FreeCustom [Ding et al. 2024], and
ConsiStory [Tewel et al. 2024].

Implementation details. We used FLUX-Fill 1.0 [Labs 2023] with
the default hyper-parameters in all our experiments. The guidance
scale is 30 and the number of inference steps is 50. IP-Prompter
generates strong results with 15 diverse images per character and
excels with 30. The matching and evaluation process take about
10 seconds. The synthesis process takes about 30 seconds for a
512 × 512 image, which is comparable with baseline training-free
methods and faster than minute-level finetuning-based methods
and day-level adapter-based methods. Training-based methods like
LoRA [Hu et al. 2021] offer higher adaptability and precision at the
cost of additional setup, whereas training-free methods prioritize
convenience and general applicability.

4.1 Qualitative Evaluation
We compare our method with eight state-of-the-arts personalization
methods. As illustrated in Fig. 5, we categorize the evaluated meth-
ods into three groups: training-free methods, methods that require
training an additional control network, and methods that involve
separate learning for each concept. Notably, except for FLUX, none
of the other methods explicitly leverages thematic information.
ConsiStory [Tewel et al. 2024] demonstrates the capability to

generate a series of consistent images in text-to-image scenarios
but struggles to achieve precise control in image-guided generation
tasks. FreeCustom [Ding et al. 2024] is able to generate consistent
objects, but has difficulty with actions and background changes
EasyRef [Zong et al. 2024] utilizes the representation capabilities
of multi-modal models and produces favorable results in certain
scenarios, as shown in the 4th row of Fig. 5. However, it fails to
preserve identity information when dealing with non-human do-
mains, such as cartoons and animals. Kolors-Character [Team 2024]
and IP-Adapter [Ye et al. 2023] are based on single-image guidance,
effectively captures basic image characteristics, such as cartoon
styles, and exhibits strong text-image consistency. However, they
struggle with precise character control. For example, Kolors fails
to preserve character identity in the 1st, 2nd, 5th, and 6th rows,
while IP-Adapter fails in the 1st, 3rd, 5th, and 6th rows. TI [Gal
et al. 2023] achieves commendable generation quality and text-
image consistency, but struggles to capture intricate character ap-
pearances, particularly when character actions vary significantly.
DreamBooth+LoRA [Ruiz et al. 2023] delivers the best results among
the baseline methods. However, slight compromises in overall style
and character identity are noticeable in the 1st and 2nd rows of
Fig. 5. In contrast, as demonstrated in the 2nd column of Fig. 5,
our method achieves superior thematic and text-image consistency.
IP-Prompter effectively controls diverse character types, enabling
them to perform dynamic actions and appear in novel scenes, while
preserving fine-grained details, such as clothing logos. Notably, the
results of IP-Prompter are difficult to distinguish from the real ones.
For fair comparison, all results are generated using the a single
random seed.
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FreeCustom

A bearded man wearing a black navy hat speeding a motorcycle,  with buildings and roads in the background.

a man with blue shirt is walking on a paved path with a white dog. A serene park scene under a vivid blue sky with fluffy white 
clouds. The ground is lush with vibrant green grass, dotted with colorful flowers.

Detective-themed bear animation. A little bear wearing a deerstalker hat and a cape, holding a magnifying glass.

a girl with long blond hair and a white tube top dress is laughing and raising her hands.Waterfall in the background.

A close-up of a girl with blue hair, looking at a butterfly perched on her finger. The background is a serene garden at sunset. 

Kolors FLUX
+character name

IP-AdapterConsiStory EasyRef Textual 
Inversion

LoRA
+DreamBooth

Ours

Training-free  Control Network  Separately Training

Identity

Fig. 5. Qualitative Results. We compare IP-Prompter with the SOTA personalization methods, including FLUX 1.0, Textual Inversion (TI) with SDXL,
DreamBooth+LoRA with FLUX, Kolors Character with FLUX, IP-Adapter with FLUX, EasyRef, FreeCustom and ConsiStory.
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Scatter Plot of Text and Image Scores

Fig. 6. Quantitative evaluation and user study results. IP-Prompter
achieves comparable scores to the fine-tuned FLUX model.

4.2 Quantitative Evaluation
We employ two metrics for quantitative evaluation. We select ten
familiar themes. For each theme, we use five prompts, generating
ten images per prompt with different random seeds, resulting in a
total of 500 images for each method. As shown in Fig. 6, the vertical
axis represents the image similarity, measured as the pairwise CLIP
cosine similarity between the reference images and the generated
images. The higher the better thematic fidelity. The horizon axis
represents the text similarity, measured as the CLIP similarity be-
tween all generated images and their textual conditions. The higher
the better editability. Our method achieves the highest thematic con-
sistency while maintaining a text instruction-following capability
comparable to FLUX. IP-Prompter achieves performance comparable
to the fine-tuned FLUX model using the DreamBooth+LoRA ap-
proach. For user study, we invited 50 participants to rate the results
generated by each method for 10 common themes on a scale of 0 to
5, and the results are shown in the right part of Fig. 6. IP-Prompter
received the highest user preference.
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w/o Prompt 
Updating

w/o 
Arragement

w/o Prompt 
Matching

FLUXFull model

Under a clear blue sky,  a man in blue shirt carrying a bag and a white dog walk 
along a country road surrounded by fields of golden wheat.

A close-up of a girl with short pink hair, facing the camera and wearing a sleek 
mechanical glove. She strikes a pose with her hands clasped together.

Reference

(a) Ablation results of different components in DVP

Mask Result Mask Result Mask Result

(b) Ablation results of different number of references

Fig. 7. Ablation study results.

4.3 Ablation Study
As shown in Figs. 6 and 7(a), we conduct an ablation study on
different steps in DVP. The ablation of each component contain 100
generated results. Without the self-consistency prompt updating
process, it is difficult for the model to match the most suitable image
in the most important position, resulting in a loss of detail, such as
the absence of the red coat in the 2nd row. Without attention-based
arrangement, this detail loss is exacerbated, for instance, the identity
in the 2nd row loses. Without prompt matching, the guiding image
and the target content are misaligned, which causes inconsisten-
cies in the characters. Finally, without any DVP mechanism, it is
difficult to generate images with consistent style and characters,
demonstrating the capability of the visual prompting mechanism.

As shown in Fig. 7(b), we conducted an ablation study on different
numbers and formats of visual prompting. The black regions in the
mask indicate the position of the reference image, while the white
regions represent the canvas generated by the model. From left to
right, the configurations correspond to nine, four, and two reference
images, respectively. It is evident that as the number of reference
images decreases, the generated results suffer from style degradation
and even character identity loss. A reduced number of reference
images fails to provide sufficient context for the model, and this lack
of diversity causes the model to ignore the influence of the reference
images when generating new content. The quantitative ablation
study results in Fig. 6 demonstrate the importance of the number of
reference images in maintaining character consistency. Reducing
the grid size results in a significant decrease in image scores.

5 Applications
Multi-Concept Generation within a Single Theme. One core chal-

lenge of multi-concept generation is synthesis of images that feature
multiple elements, including character interactions, backgrounds,

Character:
A pink plush fox 

... wearing a plaid scarf in a forest after the snow.

Ours Kolors-Character IP-Adapter

(b) Realistic character generation results.

... standing on a 
wooden stake

Character and 
background

Young man Inn

... rowing a boat

(a) Multi-concept-guided generation results.

Young man Captain

Characters

Sitting on the 
sofa, ...

Swinging on a 
swing,...

Gardener ... Painter, ...

Relpace

Visual Prompts Result User Specific 
Reference

Changed Visual 
Prompts

New Result

(d) User-specific refinement results.

Theme

Theme Egypt, ...Sailor Moon, ...Snow, ...

(c) New character generation results.

Dandelion, ...Snow ... Colorful rain,...

Fig. 8. Our results of diverse applications.

and objects, while maintaining consistency and meaningful interac-
tion between these elements. Some methods have explored multi-
concept generation [Avrahami et al. 2023; Gu et al. 2024a; Jiang et al.
2024; Jin et al. 2024; Kong et al. 2024; Kumari et al. 2023b; Liu et al.
2023; Xu et al. 2023; Yeh et al. 2024; Zhang et al. 2024], but these
methods require additional training or modification to the network
structure. Fig. 8(a) shows the ability of IP-Prompter to generate
complex combinations of characters and backgrounds. IP-Prompter
cohesively integrates multiple concepts and facilitates interactions
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Tintin rides a 
bicycle in the 

park.

He rides from the 
park to the street, 
riding faster and 

faster.

He actually flies 
into space 

because of his 
speed.

He lands on an 
alien planet, but 

luckily finds a 
rocket and puts 
on a space suit.

He rides the 
rocket back to 

Earth

Tintin returns to 
the familiar street 
in his space suit, 

and everyone 
hears about his 

adventures.

Captain Haddock 
can't wait to ride 
his motorcycle 
and speed up to 

rush into the 
universe.

Reading by the 
lake...

Skiing... Playing Frisbee... Future city, 
spaceship...

Picnic in the 
park...

Enjoying the 
night view on the 

other side...

Looking for books 
in the library...

Holding a basket 
of apples...

Sitting on a park 
bench...

Gazing from a 
ship...

Assembling a 
compass. . .

Walking in the 
harbor town. . .

Waving under an 
oak tree...

Rowing alone. . . Holding a weapon 
on the riverbank 

at dusk...

Young 
man

Captain

Characters

Watching hot air 
balloons on the 

mountain... (a) Story generation results.

Vampire in 
the castle

Detective

Confusing Being shy Angry, question 
marks

Flying with 
balloons

Cleaning Cooking 
pancakes

Jumping into 
the leaves

Expectation Angry, question 
marks

Surprising Holding 
umbrella

Lying in a 
hammock

Happy Surprising Angry, question 
marks

AnnoyedBeing proud Being shyCrying

Character

Character

Character

(b) Emoji sticker generation in story generation setting.

Fig. 9. Generation results for comic stories and emoji stickers.
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Theme

Theme Egypt, ...Sailor Moon, ...Snow, ... Sakura 
Kimono,...

Fox, ... Violinist, ... Princess, ...

Violinist, ...Princess, ... Lightsaber, ... Wizard, ...Teacher, ... Astronaut, ...Baseball, ...

Kite, ...Dandelion, ...Snow ... Colorful rain,...Ride horse, ... Balloon, ... Painter, ...

Character Holding a 
donut, 

angry, ...

Falling down in 
the middle of 
the street, ...

Sitting on the 
couch 

watching TV...

Buying a donut 
from a vending 

machine,...

Running in 
the park, ...

Holding a fork 
in a 

restaurant, ...

Holding a 
beer in the 
street, ...

Character Holding a blue 
glowing 
gem, ...

Disdainful 
expression, 

flame, ...

Surrendering 
posture ...

Playing the 
piano in the 
moonlight,...

Holding a 
candle, ...

Painting 
graffiti, ...

Holding an ice 
pick, ...

Characters Balance bike, 
banana delivery, ...

Touching a 
satellite in 
space, ...

Draw the 
flaming sword...

Snowman,...Fire magician, ... Autumn 
harvest, ...

On an island, ...

Theme

Character Sitting on the 
sofa, ...

Holding an ice 
cream cone, ...

Holding a 
bouquet in a 

garden,...

Swinging on a 
swing,...

Gardener 
watering, ...

Painter, ... Wearing a dress on 
the mountain, ...

... sitting on the sofa in the living room, warm candlelight.

Fig. 10. More results of story generation.

between them, unlocking possibilities for intricate storytelling and
character-driven narratives.

Realistic Character Generation in Photographic Contexts. IP-Prompter
enables the generation of realistic characters seamlessly integrated
into photographic backgrounds. The primary challenge of this task
lies in achieving consistent character identity while maintaining
editability. Comparisons with state-of-the-arts methods highlight
IP-Prompter ’s superior performance in maintaining consistency, as
demonstrated in Fig. 8(b). These advancements hold considerable
potential for applications such as advertisement generation.

New Character Design. The generation of new characters is less
explored [Richardson et al. 2024]. IP-Prompter facilitates charac-
ter design by generating images that adhere to the stylistic and
character-specific features of a target theme, while introducing
novel concepts. IP-Prompter’s visual prompting template design and
DVP facilitates diverse content generation. As shown in Fig. 8(c),
experiments validate IP-Prompter’s ability to maintain the style
and character appearances. IP-Prompter provides both professional
designers and hobbyists a versatile tool for sparking creativity.

User-Specific Refinement. As shown in Fig. 8(d), DVP allows users
to inject personalized images at specified locations in the visual
prompts, achieving more refined concept customization.

Consistent Story Generation. Here we aim to create sequences
of images that consistently maintain certain character identities,

depict diverse narratives, and facilitate transitions between multiple
characters. These are also challenges in the story generation task.
Some methods have explored story generation using text-to-image
models [Ahn et al. 2023; Gong et al. 2023; He et al. 2023; Liu et al.
2024; Maharana et al. 2022; Mao et al. 2024; Tao et al. 2024; Wang
et al. 2024c; Yang et al. 2024; Zhou et al. 2024b,a], but these methods
require additional training to maintain character identities. In con-
trast, IP-Prompter leverages visual prompting to effectively maintain
identity within the image domain. The DVP mechanism enables
adaptive matching of visual prompts to accommodate varying plots
and characters. As shown in Figs. 9 and 10, IP-Prompter not only
creates novel scenes beyond the scope of the original theme, such as
characters “riding in space”, but also seamlessly incorporates iconic
visual elements from the source theme, like the “orange astronaut
suit”. These capabilities highlight the potentiality of IP-Prompter
in picture book creation, emoji sticker creation and educational
storytelling.

Consistent Style Image Generation. Artistic style presents distinct
challenges in image generation, particularly in maintaining stylistic
coherencewhile introducing diverse content. Somemethods have ex-
plored style-guided generation using text-to-image models [Chung
et al. 2024; Hertz et al. 2024; Jeong et al. 2024; Junyao et al. 2024; Li
et al. 2024b; Sohn et al. 2024; Wang et al. 2024b; Zhang et al. 2023b],
but these methods often require additional training or modification
of the network structure. As demonstrated in Fig. 11, experiments
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Water drops 
on apple

Water drops 
on leave

A cup of 
iced tea

Diving maskMetal 
teapot

A cup of hot 
tea

Glass bottle, 
pouring 
water

Style Pajama, with 
toy

Having a 
cold

Cooking Cooking 
pancakes

Police
uniform

DoctorListening to 
music

Style

Fig. 11. Style-guided generation results.

User-provided images
（All are headshots)

A pink plush fox sits on a windowsill with a city view outside.
Generation results with 

limited data
The real character

Fig. 12. Failure cases due to data limitation.

conducted on two distinct artistic styles validate IP-Prompter ’s
ability to achieve consistent style generation.

6 Limitations
IP-Prompter can generate diverse actions and backgrounds that do
not exist in the dataset, but it may be limited by overly homogeneous
or insufficient data. We recommend that users provide images of
the target characters in multiple poses and varied backgrounds. As
shown in Fig. 12, if only facial images of a character are provided and
the model is tasked with generating a full-body image, the results
may appear reasonable but lack consistency with the actual target.
Beyond collecting richer data, this limitation could be addressed
through data augmentation leveraging generative models.

7 Conclusion
This paper proposes IP-Prompter , a novel training-free, modification-
free method of theme-specific image generation with high flexibility
and accuracy. We introduce visual prompting, a form of interaction
with generative models, which can provide more accurate and
direct guidance for models in the visual domain. Our dynamic
visual prompting pipeline leverages the capabilities of multi-modal
models and LLMs while utilizing data-driven advantages to meet

the demanding requirements of flexible theme-specific generation.
In comparisons with several state-of-the-art baseline methods, IP-
Prompter achieves superior results in both qualitative and quan-
titative evaluations. Following a training-free technical paradigm,
IP-Prompter delivers performance comparable to fine-tuned models,
with the added benefit of producing highly realistic outputs. Ex-
perimental results demonstrate the feasibility and effectiveness of
IP-Prompter across a variety of applications, and its low cost lowers
the barrier to use. Additionally, the DVP working mode highlights
the potential of inpainting-based visual models in enhancing image
generation processes. We believe that more targeted training and
fine-tuning approaches will further unlock the potential of more
efficient, controllable generation in future applications.
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