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Multiresolution Mean Shift Clustering Algorithm
for Shape Interpolation

Hung-Kuo Chu and Tong-Yee Lee, Member, IEEE

Abstract—In this paper, we solve the problem of 3D shape interpolation with significant pose variation. For an ideal 3D shape
interpolation, especially the articulated model, the shape should follow the movement of the underlying articulated structure and be
transformed in a way that is as rigid as possible. Given input shapes with compatible connectivity, we propose a novel multiresolution
mean shift (MMS) clustering algorithm to automatically extract their near-rigid components. Then, by building the hierarchical
relationship among extracted components, we compute a common articulated structure for these input shapes. With the aid of this
articulated structure, we solve the shape interpolation by combining 1) a global pose interpolation of near-rigid components from the
source shape to the target shape with 2) a local gradient field interpolation for each pair of components, followed by solving a Poisson
equation in order to reconstruct an interpolated shape. As a result, an aesthetically pleasing shape interpolation can be generated, with
even the poses of shapes varying significantly. In contrast to a recent state-of-the-art work [19], the proposed approach can achieve
comparable or even better results and have better computational efficiency as well.

Index Terms—Shape interpolation, pose configuration, multiresolution mean shift (MMS) clustering.

1 INTRODUCTION

SHAPE interpolation has been an active research area in
computer graphics and is a powerful technique in
computer animation and entertainment. It aims at producing
a gradually and naturally changing of transformation
between two or more existing shapes. Generally, there are
two major steps for polyhedral-surface shape interpolation:
1) establishing one-to-one correspondence among the input
models and 2) interpolating the positions of corresponding
vertices, known as the trajectory problem, to compute inter-
mediate shapes. While the correspondence establishment has
been thoroughly investigated by many previous works [2],
[18], [20], [28], [30], the trajectory problem is simply realized
by linearly interpolating corresponding vertices in their
studies. It is well known that a naive linear vertex interpola-
tion [2], [18], [20], [30], [40], [41] potentially suffers the
shrinkage problem (Fig. 1a), because the large-scale rotations
cannot be correctly expressed by linear interpolation. Some
researchers perform a global rigid [10], [13] or affine trans-
form [2] prior to linear vertex interpolation and obtain better
results. However, these approaches still cannot completely
solve the problem. To solve the trajectory problem, Alexa etal.
[4] propose a technique that is as rigid as possible in order to
interpolate the local transformations of the interior triangles
of the 2D shape by minimizing the distortion of the rigid
transformation during the shape interpolation. Xu et al. [38]
follow a similar theoretical basis and propose nonlinear
gradient field interpolation to control orientations of surface
triangles implicitly in 3D shape interpolation (Fig. 1b).
Because the surface triangles are considered independently
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and locally, this technique potentially fails when the poses of
inputshapes vary significantly (Fig. 2a). Even though a global
rigid transformation is applied to source shape before
gradient field interpolation, it still generates artifacts (Fig. 2b).
In the proposed approach, the key for achieving a natural
interpolation of articulated shapes (Fig. 2¢) is decomposing
the vertex trajectories into a rigid pose transformation and a
nonrigid residual transformation. The rigid pose transforma-
tionis described in terms of hierarchical rigid transformations
from the underlying articulated structure. The nonrigid
residual transformation captures the local detail deformation.
The two major contributions of this paper are listed below:

e We propose a novel multiresolution mean shift
(MMS) clustering algorithm to automatically and
efficiently extract a hierarchical, articulated structure
which can be used to describe various poses of input
shapes (Section 4).

e Using this articulated structure, we solve the
trajectory problem by combining a global pose
transformation with a local detail transformation,
followed by solving a Poisson equation (Section 5).

In Section 6, we demonstrate the success of our method

using several aesthetically pleasing shape interpolations
with significant pose variation. We also show that our
method is applicable to two useful applications: 1) multi-
target shape blending and 2) keyframe animation.

2 BACKGROUND

Several previous works have been proposed to study the
trajectory problem in shape interpolation. A naive linear
vertex interpolation is the most popular and simplest
proposal, butitsuffers from artifacts such as shape shrinkage.
To avoid shrinkage, Sederberg et al. [31] interpolate both
edge length and dihedral angle information of the boundary
of 2D polygons rather than vertex positions. Alexa et al. [4]
formulate the vertex trajectory as an optimization of the rigid
transformation of interior simplicial complexes between two
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Fig. 1. (a) Linear interpolation of vertex position. Notice the shrinkage defects that are observed in the forelimbs of the lion shape. (b) Shape
interpolation using gradient field interpolation. Input shapes are shown in the color tan.
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Fig. 2. Shape interpolation between two lion shapes (shown in the color tan) with significant pose variation. Intermediate shapes are shown in blue.
(a) Gradient field interpolation generates serious self-intersection. (b) Apply a global rigid transformation before gradient field interpolation. Note the
unnatural bending at the tail. (c) The proposed method.

compatible 2D triangulations. However, it is not easy to For shape interpolation, 3D morphing, and editing, many
extend this technique from 2D to 3D because it requires works have been proposed to interpolate meshes repre-
nontrivial compatible tetrahedralizations. sented in differential representation, including the inter-

The differential representation of mesh has become very polations of gradient fields [38], Laplacian coordinates [1],
popular, in particular, for mesh deformation application. pyramid coordinates [32], and local frame representation
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[23]. Among these representations, the gradient field
approach is closely related to our work. Sumner and
Popovi¢ [34] use a per-triangle deformation gradient to
transfer source deformation to a target model. Later, based
on the deformation gradient, a mesh-based inverse kine-
matics system, which learns a space of natural deformations
from example meshes is proposed by Sumner et al. [35] and
improved by Der et al. [15] using a compact set of proxy
vertices inferred from example deformations. While both
approaches focus on direct manipulation of mesh deforma-
tion through intuitive control of mesh vertices, their
application to shape interpolation is not trivial because
they need to carefully pose intermediate keyframes to
obtain correct interpolation between shapes. Xu et al. [38]
combine the work of [4], [34], and achieve shape interpola-
tion by nonlinearly interpolating per-triangle gradient [9].
However, their approach may fail in the case where the
pose between source and target shapes varies significantly,
as described previously. Our approach also adopts the per-
triangle gradient to serve as local detail transformation
which is further controlled by the transformation of under-
lying articulated structure. Recently, the state-of-the-art
shape interpolation method proposed by Kilian et al. [19]
can solve the pose variation problem quite well by using
Riemannian geometry. Their approach maps the problem of
shape interpolation by finding the geodesic curve in the
shape space. The vertex trajectory is formulated as a global
optimization problem and solved using a multiresolution
approach. However, this approach cannot guarantee to
avoid trapping at local minimum and the optimization
process is inherently slow [25]. In contrast, our method
computes the vertex trajectory directly in the mesh domain,
and therefore, achieves comparable or even better results
and has better computational efficiency.

Skeleton-driven mesh deformation explicitly takes a
skeleton as an articulated structure and controls the
deformation via the skeleton. There are two recent
approaches related to our work. Yan et al. [39] achieve
shape deformation by using a skeleton to decompose the
shape into near-rigid parts and drive the transformation of
simplicial complexes. Weber et al. [37] factorize the mesh
deformation problem into a global skeleton-driven defor-
mation and a local gradient deformation. Both approaches
require manually sculpting a skeleton which is a tedious
task for complicated mesh.

On the other hand, the articulated structure can be
realized by a set of (hierarchically organized) near-rigid
components extracted from input shapes. Lengyel [22] uses
an iterative algorithm to cluster triangles with similar affine
transformation and applies the result to compress a time-
varying geometry. Lee et al. [21] suggest extracting near-
rigid components by analyzing the difference of deformation
gradients among animating meshes. However, the quality of
their results highly depends on the parameters tuning.
Similarly, Schaefer and Yuksel [29] cluster the faces with
similar rigid transformations among examples through a
face-based mesh simplification. In their approach, the
number of clusters is determined by either a user-specified
number or a specific error tolerance. Authors also point out
that an inappropriate cluster number leads to great approx-
imation error in their skinning animation application. A
symmetrization method [24], [26] based on statistical
analysis of sampling point pairs can be used to extract

near-rigid components from two input models with different
poses. Chang and Zwicker [11] further extend the symme-
trization to automatically align a pair of shapes with
articulated motion and missing data. However, both
approaches are limited to two input models and are
computationally expensive. Anguelov et al. [5] use a set of
registered scan meshes to automatically decompose mesh
into approximately rigid parts by optimizing a maximum
likelihood function. To discriminate rigid parts of difference
sizes, a parameter tuning is required during the optimization
process. Using the component-based articulated structure,
the SCAPE system [6] uses a pose deformation model to
parameterize the space of human shape from a set of dense
range scans and is designed for the application of shape
completion. Their results are further improved by Park and
Hodgins [27] to capture subtle but visually significant
surface deformation during the human motion.

Our work is inspired by James and Twigg [17], who use
mean shift clustering to cluster surface triangles with similar
rotation sequences. The number of clusters is automatically
determined by the mean shift clustering algorithm. How-
ever, their approach will produce clusters with discon-
nected triangles and there are unclustered triangles after the
clustering. Both factors are problematic for the construction
of articulated structure. A naive extension of their approach
by iteratively performing mean shift clustering on unclus-
tered triangles is still infeasible as explained in Section 4.1.
In addition, to perform mean shift clustering directly on the
original mesh domain is time-consuming. In this paper, we
propose a novel MMS clustering algorithm to automatically
extract the near-rigid components. In contrast to previous
works, our method can handle more than two input shapes,
generate an appropriate set of near-rigid components
without tuning any parameter, and improve the perfor-
mance by a multiresolution approach.

3 OVERVIEW

Our method comprises two major tasks: 1) computing an
articulated structure to describe all pose configurations of input
shapes and 2) executing shape interpolation. The articulated
structure consists of hierarchically organized near-rigid
components which are automatically extracted from input
meshes using the proposed MMS clustering algorithm. For
the shape interpolation, we require that the near-rigid
components have the same connectivity across all articulated
structures. Therefore, we assume that the input meshes to the
MMS clustering algorithm have compatible connectivity [2],
[20], [28], [30], [34]. To interpolate the intermediate shapes
between the source mesh Mg and the target My, the former
computes their pose configurations Py and Pr. Each P, is
used to describe the pose configuration of an input shape and
will be formally defined in Section 4. The shape interpolation
task calculates a global pose transformation from Pg to Pr
through a sequence of hierarchical and component-wise rigid
transformations, followed by interpolating triangle gradients
to account for the change in local details between two
corresponding components, and finally, it solves a Poisson
equation to reconstruct each interpolated shape. In general,
given arbitrary number of input meshes with various poses,
the proposed MMS clustering algorithm learns the pose
space from input shapes and the extracted articulated
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Fig. 3. A naive application of the MS clustering potentially produces an excessive number of small clusters. The bottom images show 10 input
meshes used in the MS clustering. (a) Reference mesh and the result of MS clustering. Each colored cluster represents a rigid cluster while the black
regions represent flexible triangles. (b) Separate each rigid cluster in (a) into smaller, disjointed subclusters. (c) More small clusters are generated

when using only the second and the ninth mesh as input.

structure can be used to interpolate or blend among input
shapes. In Section 6, we will demonstrate this extension with
some applications.

4 Pose CONFIGURATION AND ARTICULATED
STRUCTURE EXTRACTION

In this section, our goal is to automatically compute pose
configurations {P;li =1...n} from a set of input meshes
{M;]i =1...n}. One of the input meshes is selected as the
reference mesh, called Mp. We define each pose configura-
tion P as follows. Let P = {N, E'} be a hierarchical graph to
describe the pose configuration. N = {¢y,...,¢} and E =
{e1,..., e} represent nodes and edges of the graph,
respectively. Among each node, ¢; = {K;,X;} denotes a
near-rigid component where K; encodes the connectivity of
the simplicial complex (triangles, vertices, and edges) and
X, represents the vertex coordinates. In other words, each
mesh M is decomposed into several disjointed components
and each component contains connected triangles. All pose
configurations have identical edges F and similar nodes N
(i.e., all connectivities K; are identical but vertex coordi-
nates X; can be different).

4.1 Mean Shift (MS) Clustering

To extract the near-rigid components, we use a nonpara-
metric MS clustering algorithm [12], [14] to cluster triangles
with similar rotation sequences, as was presented by James
and Twigg [17]. In their work, the input data of the MS
clustering algorithm are a set of points which represent
rotation sequences (i.e., a row vector collecting and
concatenating rotation matrices) of the mesh triangles. The
output are the shifted points of triangles and a set of
statistically significant modes. A triangle is assigned to the

closest mode if the L'-norm distance between its shifted
point and the closest mode is within a threshold. As a
result, several rigid clusters are obtained and each of them
contains triangles with similar rotation sequences. The
remaining unclustered triangles (i.e., not assigned to any
significant mode) are called flexible triangles. However, each
cluster is not always a connected component, ie., the
triangles in a rigid cluster may be scattered over several
disconnected regions (Fig. 3a). The scattering result will
hinder us from constructing an articulated structure for
pose configuration. To obtain disjointed components, we
separate each rigid cluster into several subclusters, each of
which contains connected triangles. However, this naive
approach may potentially lead to an excessive number of
small clusters (Fig. 3b) which represent the local surface
variation rather than a global pose variation. Likewise, a
repeat process of clustering flexible triangles until no
flexible triangle is left will result in generating an excessive
number of small clusters, too. In addition, the MS clustering
algorithm is computationally expensive. The computational
complexity of MS is O(nF'), where n and F represent the
number of input meshes and triangles, respectively. As
illustrated in Fig. 3, it requires 6.8 minutes to handle
11 input meshes with 35K triangles.

4.2 Multiresolution Mean Shift Clustering

To resolve the above-mentioned problems in directly
applying the MS clustering on the original resolution of
mesh sequences, we propose a multiresolution version of
the MS clustering algorithm. By means of a coarse-to-fine
approach, we can extract most significant near-rigid clusters
in the coarser level and progressively extract smaller ones.
As shown in Fig. 4, the larger clusters such as head, trunk,
thighs, and shanks are extracted in the coarse level while
the smaller ones, such as fingers, are extracted in the finer
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Fig. 4. lllustration of the MMS clustering algorithm. Input meshes are the same as those in Fig. 3. The MMS clustering algorithm proceeds along the
arrow direction with the down arrow indicating the step of MS clustering and the oblique arrow representing the reversing (vertex splitting) operation.
At each level of resolution (increases from left to right), (a1)-(a5) show the mesh, rigid clusters, and flexible triangles, and (b1)-(b5) show the result of
MS clustering. A close view of male’s left palm is shown at the right bottom corner of each image.

level. To reduce the number of small clusters, we consider
the rotation sequences of rigid clusters as input to the MS
clustering and propose three clustering conditions to
postprocess resulting rigid clusters and flexible triangles.
Our key insight is that the behavior of a cluster is more
representative of global pose variation than a single
triangle. Using the proposed clustering conditions, our
scheme will assign flexible triangles to neighboring rigid
clusters and merge two clusters with similar rotation
sequences into a larger one, thereby suppressing the
number of small clusters. Furthermore, the multiresolution
approach also greatly reduces the complexity of the MS
clustering algorithm and improves the performance of
overall MMS clustering algorithm.

Fig. 5 shows the flowchart of the MMS clustering
algorithm. In the initial stage, we simplify input meshes
simultaneously using the QEM method [16], [42]. We
essentially simplify all input meshes in parallel but
constrain their topology and mesh correspondence to be
the same under simplification. Therefore, we create an
aggregate error by summing the individual errors from the
meshes together where the minimized vertex position of the
collapsed edge from mesh i is determined solely by the
vertices of mesh i. We denote the mesh hierarchy of A; as

Multi-resolution Mean Shift Clustering

QEM Simplification
M., M’ M,)

Clusters
update

Finest
level?

Fig. 5. The flowchart of MMS clustering algorithm.

(M},...,M!= M;) with [ level of resolutions. The MMS
clustering algorithm starts from the coarsest level
(M},...,M}) and then repeats the following two steps
until the finest level (M!,... M!).

Step 1: MS clustering at zth level. The input to this step
includes: 1) the ith level meshes (Mj,..., M), 2) rigid
clusters C' = {o}|j =1...k'}, and 3) flexible triangles F".
Initially, i.e.,, i = 1, Ct is empty and F" contains all triangles
of the mesh in the coarsest level. After the first iteration of
MS clustering, we obtain new C' and F!, which are further
postprocessed and serve as inputs to the next iteration (as
described later). At ith level, ¢ > 1, we first compute the
rotation sequences of each rigid cluster in C* as follows. For
each rigid cluster with vertex positions x in the reference
mesh M}, and corresponding vertex positions x, in M, we
compute an optimal rigid transformation composed of a
rotation qp_,, (unit quaternion) and a translation tp_., using
the approach presented in [7], such that (1) is minimized:

:Z‘|<qR~>a'X§Q+tR—>u) _X'ZHQ' (1)
J

min
{ar—atra}
We collect the optimal rotation matrix (converted from q)
for each input mesh to represent the rotation sequences of
each rigid cluster. The rotation sequences of rigid clusters
are served as input to the MS clustering and used to merge
flexible triangles with similar rotation sequences. Therefore,
we call each rigid cluster as a virtual flexible triangle and
denote the set of virtual flexible triangles as F'. Regarding
the rotation sequences of each flexible triangle, we first

compute its deformation gradient as G = (x! —x3,x2 -
x3.n,) - (xh — x%, x5 — xb,np) " with (x!,x2, %] ) and n; as
triangle’s vertex positions and normal in };, respectively.
Then, we extract the triangle rotation from G using polar
decomposition [33] and collect the rotation matrix for each
mesh. We perform MS clustering on rotation sequences of
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Fig. 6. lllustration of the clustering condition #1 and #2. Images in the first column show the inputs to the MMS clustering algorithm with rigid clusters
colored in tan and blue and flexible triangles colored in gray. The second column shows the clustering result with a new pink cluster. After applying
our clustering conditions, the updated clusters are shown in the third column.

all triangles in F'UF'. The output includes new rigid
clusters C' = {5'[j = 1...k'} and flexible triangles F". Note
that C' and F' may contain virtual flexible triangles which
originally represent the rigid clusters in C". In the next step,
we use three (and only) clustering conditions to update C"
and F*, such that the final rigid clusters are representative
of global pose variation and no excessive number of small
clusters are generated.

Condition #1: 35 € C': ' NF' =0.! There is no
virtual flexible triangle in &’, i.e., no rigid cluster in C’
has similar rotation sequences with triangles in &'. We
separate &' into several disjointed subclusters and retain
the one with the maximum area of triangles. Triangles in
the remaining subclusters are removed from &' and
inserted into F! (Fig. 6a). In this manner, we ensure that
the most representative cluster & is obtained.

Condition #2: 35' € C' : 6' N F' # (). Assume that there
are n > 1 virtual flexible triangles in &' and denote the
corresponding rigid clusters in C' as {o},...,0"}. Then,
we iteratively update each cluster o' € {0},...,0%} by
assigning a triangle f€ ¢’ to o' if f is connected (ie.,
sharing any edge) to ¢'. If two updated clusters become
connected, they are merged into a single cluster. For those
triangles that are not merged into any rigid cluster, we

1. The logic expression 3z € X : P(x) means that there exists one z in X
such that the expression P(z) is true.

remove them from &' and insert them into . As a result,
o' is separated into several rigid clusters and we insert
these rigid clusters back into C'. Therefore, triangles are
merged into existing rigid clusters with similar rotation
sequences and rigid clusters with similar rotation se-
quences are merged, too. Fig. 6b illustrates the case: there
are two virtual flexible triangles in &' and the correspond-
ing rigid clusters are disconnected from each other after
merging connected triangles in &'. Fig. 6c illustrates
another case: two updated rigid clusters are connected
and merged into a single cluster.

Condition #3: 3f € F' : f € F'. We remove the triangle
f from F' and insert the corresponding rigid cluster in C*
into C'. In this condition, this cluster will not be updated at
the current iteration (Fig. 6a).

Step 2: Reversing process using vertex-split operation.
Up to now, we have rigid clusters C' and flexible triangles
[ in the ith level of resolution. To proceed to the next level,
we reverse the mesh sequences from (Mj,...,M!) to
(Mt ..., M) and update C° and F' using vertex-split
operations. Each vertex-split operation involves one vertex
and its two neighboring edges. After splitting, each edge is
split into two edges and two new triangles are created.
Therefore, for each new triangle, the only task is to
determine to which rigid cluster the triangle should be
assigned or to insert the triangle to F'. We accomplish this
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Fig. 7. Flexible triangle (black regions) erosion and final near-rigid components.

task using the following rules. For each edge of the vertex-
split operation,

e if one of its two neighboring triangles belongs to F",
we insert the new triangle incident to the edge into
F' (Fig. 8 (left)).

e if both neighboring triangles belong to a rigid cluster
in C', we assign the new triangle incident to the edge
to that cluster (Fig. 8 (middle)).

e if two neighboring triangles belong to two different
rigid clusters in C?, we assign the new triangle to the
rigid cluster with smaller similarity distance between
their rotation sequences. The similarity distance is
computed by the following equation:

2
max(||th_, — % _l[2),a=1...n, (2)

where rf, and r% , are rotation matrices from
rotation sequences of the new triangle f and the
rigid cluster o, respectively.
The results of this step are (M{™,..., M*!), rigid clusters
C™*!, and flexible triangles F'*!, and these results are used
as input to the next iteration of MS clustering step described
in previous paragraphs.

4.3 Flexible Triangle Erosion
and Hierarchy Graph Construction

The output of the MMS clustering algorithm consists of
several rigid clusters and flexible triangles (Fig. 4(b5)). To
find the final near-rigid components, we first merge these
flexible triangles into several disjointed flexible clusters
based on shared edges and then iteratively remove each
triangle from flexible clusters and insert it into a nearby
rigid cluster by an erosion approach. The metric of erosion
priority for each flexible triangle is determined by the
rigidity of its edge [21]:

max (||G/

R—a

—G%_}a||2F),a:1...n, (3)

where ¢ and j represent the neighboring triangles of the
edge and G, ., represents the matrix of deformation
gradient of the triangle of M, relative to Mp. Our
motivation is to assign each flexible triangle to a

neighboring rigid cluster such that the boundary of the

final near-rigid cluster passes through the nonrigid region
in the flexible cluster. For each flexible cluster o, we start
with the erosion process from its boundary edges which
are adjacent to the neighboring rigid clusters by finding
an adjacent edge e with the minimum rigidity, and then
removing a triangle sharing e from oy, assigning it to the
rigid cluster sharing e and updating the boundary of oy.
This process is repeated until o, is empty. So, in this
iterative manner, each oy is eroded and the neighboring
rigid clusters are growing. Fig. 7 shows the result of the
erosion process.

Then, we treat each near-rigid component as a graph
node of P = {N,FE}. If any pair of nodes is sharing the
boundary, these two nodes are considered to be connected
by an edge. We determine the hierarchical relationship
among near-rigid components by finding a minimum
spanning tree to connect them. The weight of each edge is
equal to the inverse length of the shared boundary between
two components. The default root of this hierarchical graph
is the node whose centroid position is the closest to that of
Mpg. Finally, the construction of pose configuration P =
{N, E} is accomplished.

Fig. 9 shows several near-rigid components extracted
from two input shapes. Although the shared boundaries
of near-rigid components are not smooth, they are
good enough for shape interpolation described in the
next section.

Fig. 8. Assignment of two new triangles after a vertex-split operation.
The gray triangle represents the flexible triangle, while the tan and blue
triangles represent two different rigid clusters.
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Fig. 9. Extracted near-rigid components and their input meshes.
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Fig. 10. lllustration of shape interpolation.

5 SHAPE INTERPOLATION

With the extracted pose configurations, we are now ready to
interpolate between shapes. Fig. 10 illustrates the progress
of shape interpolation and each step will be elaborated in
the following sections.

5.1 Pose Transformation

The pose transformation consists of a set of rigid
transformations and each of them transforms a component
of Pr to the corresponding component of Ps. Since both Ps

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 15, NO. 5, SEPTEMBER/OCTOBER 2009

()

Combined Transformation

T,.(8)-D;_;:(3)-

P
S

' Poisson Solver

v;‘f ) JV P

and Pr are organized hierarchically, we compute the rigid
transformations hierarchically by applying the parent’s
rigid transformation to its children components before
optimizing (1) to find the local rigid transformations of
children components. We denote the pose transformation
from Pr to Ps as Tr_g = {(t}_g dy_g)[i =1...k}, where
(th_ g 4} ) indicates a local rigid transformation (trans-
lation and rotation, respectively) of the ith component and
k is the number of components.
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5.2 Local Detail Transformation

ApplyingTTﬁgtoPTwillobtainaposeconﬁguration]sTwhose
componentsarealignedwiththecorrespondingcomponentsof
Pg.Tocompletethetransformationfrom My to Mg, wecompute
the local detail deformations from Pg to Pr and denote it as
D, ;= {D! s 7li=1...k}.Each D! s encodes deformation
gradients of triangles of the ith component in Py relative to
triangles of the corresponding component in Pr. In order to
facilitate the nonlinear interpolation described in the next
section,wefurtherfactorizeeachtriangledeformationgradient
intorotationandstretch partthroughpolardecomposition. We
denote each D, as {(qSHT, SHT) li=1. l} where m' is
the number of triangles of the ith Component q; sandsy -
represent unit quaternion and symmetric stretch matrix,
respectively.

5.3 Nonlinear Global Pose and Local

Detail Interpolation
Given pose transformation T7_.g and local detail transfor-
mation Dg_ 7, it is easy to derive the following equation:

Pr=T;' - (Dg_z-Ps), (4)

where T;! ¢ indicates the inverse pose transformation.
Therefore, the interpolation from Pg to Pr corresponds to
the interpolation of the combined transformation,
T;' s Dg ;7. We interpolate T;' ¢ and Dy ; separately
and write the equation as

P(é) = T%Lb(é) : (DSHT((S) - Ps),6 € [07 1]7 (5)

with the boundary conditions P(0) = Ps and P(1) = Py.
Instead of linearly interpolating the transformation ma-
trix, we nonlinearly interpolate T7' ¢(6) and Dy ;(8) by
the following equations (we denote T;' gy as
(B s @rg)li = 1...K}):

Ths(6) = {(6- Eé‘—»SvSZP(qbqg“—»b‘v (1=8))li=1...k},
Dg_(8) = {D%_;(6)li=1...k}, and
DEHT(‘S) = {(slp(ql7 q*SHT” (1-96),(1-06)-I+56- SJS%T))

.m'},

li=1..
(6)

where slp denotes the quaternion slerp interpolation,
and q; and I represent the quaternion identity and the
identity matrix, respectively.

5.4 Poisson Solver

Although the nonlinear interpolation of (6) satisfies the
boundary conditions at 6 =0, 1, it generates shapes with
disconnected triangles at 0 < § < 1 because the interpolated
transformations are not consistent and applied to each
triangle independently (Fig. 10 (right top)). To solve this
issue, we adopt the Poisson solver [9] to stitch disconnected
triangles of interpolated shapes. At each time step, the
vertex positions of an intermediate shape are obtained by
solving a linear system of equation AX = b, where sparse
matrix A encodes edges’ connectivity of Mg and a vector b
contains the interpolated gradients, T;! ¢(8) Dy 7(6).
Since the interpolated gradients are translation invariant,

we need to specify at least one positional constraint to solve
the Poisson equation [34], [38]. Therefore, we choose the
interpolated trajectory of one vertex of the root component
to serve as the positional constraint at each time step. Then,
we prefactorize the matrix A using sparse Cholesky
factorization [8], [36]. Given the interpolated gradients at
certain time step, we can obtain the vertex positions
efficiently by back substitution.

6 EXPERIMENTS AND APPLICATIONS

In this section, we demonstrate experimental results of shape
interpolation and two applications in keyframe animation
and multitarget shape blending. All the results shown in the
paper were generated on a PC with Intel Core 2 Duo E6420
213 GHz CPU and 1 GB RAM. To experiment MMS
clustering algorithm, we use [ = 5 and set 3,000 triangles in
the coarsest level. The number of triangles in the subsequent
levels is 3,000 + (“2%%) % (7 — 1),i = 2...1, where ny is the
number of triangles of original mesh. The L'-norm distance
threshold used in MS clustering is h = 9ne /4, where n is the
number of input meshes and ¢ = 0.05. This setting is exactly
the same as [17]. In addition to this parameter, there is no
parameter required for MMS. The accompanying video and
data sets can be found in our project Web, http://graphics.
csie.ncku.edu.tw/ Shape_Interpolation/.

Shape interpolation. In Fig. 11, we interpolate the male
shape from its sneaky crouched pose to an extremely
stretched pose. As a result, the natural pose interpolation of
the limbs and fingers is demonstrated, and the local detail
of shape (lines of the muscle) is well preserved and changes
smoothly during the interpolation. In this example, the
input shapes are chosen from Fig. 3, and their extracted
near-rigid components are shown in Fig. 7. Using these
near-rigid components to construct pose configurations, we
can smoothly interpolate any two or more arbitrary shapes
in Fig. 3. Fig. 12 shows other four interesting interpolation
results and their near-rigid components are shown in Fig. 9.
In addition to interpolation between articulated shapes, we
also experiment with nonarticulated shapes, as shown in
Fig. 14. Our results on these two nonarticulated cases are
pleasing too.

Keyframe animation. Fig. 13 shows an example of
interpolating three male shapes in different poses using
the same pose configuration as in Fig. 11. These three
shapes are very dissimilar from the input shapes used in the
construction of pose configurations (Fig. 3). Therefore, as
long as the pose space is well spanned by the input shapes,
the extracted pose configuration is reusable and applicable
to shape interpolation between shapes with various poses.
Besides, this kind of shape interpolation is very useful in
traditional keyframe animation. An intuitive extension to
interpolate more than two keyframe shapes by our method
is to interpolate consecutive pair of keyframe shapes.
However, our shape interpolation requires the factorization
of a coefficient matrix (i.e., A matrix) in the Poisson
equation (i.e., AX = b), if each keyframe shape is treated
as a new source shape, it will require (m —1) times
factorization cost, where m is the number of keyframe
shapes. To avoid this, we only treat the first key shape as
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eARRA

Fig. 11. Shape interpolation of the male shape from a crouched pose to a stretched pose (both shown in tan).

A4 4 4 4
CL LY (.

(a)

Fig. 12. More shape interpolations with significant poses variation.

S A 2

Fig. 13. Given three keyframe shapes (shown in tan), our method smoothly interpolates the intermediate shapes (shown in blue), providing a useful
tool for animators to rapidly create keyframe animation sequences.
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Fig. 14. Two examples of interpolation between shapes with no apparent
articulated structure. (a) Shape interpolation from a normal pillar to a
highly twisted one. (b) Shape interpolation between three facial
expressions (smile, anger, and sad).

the source shape, and compute the pose and local detail
transformations of other keyframe shapes relative to this
source shape. Then, we interpolate both pose and local
detail transformations between each pair of keyframe
shapes and generate intermediate shapes by solving the
Poisson equation. For example, assume there are three
keyframe shapes denoted as A (i.e., source shape), B, and C,
and A interpolates to B at 0.0 < ¢; < 0.5, while B to C at
0.5 < 62 < 1.0. The pairwise pose and local detail transfor-
mation are denoted as Tj;' , and D, j respectively
(similarly for B — C). We can compute the interpolated
triangle gradient relative to A as follows:

T '(6)-D()

TZ L 4(6+05)-D, 5(6+05), iféeé,

T (6 —05) Dy 5(6—05)- T 1(0.5) - D(0.5),
if 6 € 6.

Since all the computations are done in terms of the same
source shape, we only need to factorize the coefficient
matrix once and solve the Poisson equation efficiently by
back substitution.

Multitarget shape blending. Another useful application
of our method is n-way shape blending, also called
multitarget shape blending. Given a set of shapes, multi-
target shape blending generates shapes which are weighted
combinations of the input shapes. This technique provides
the user a practical tool to explore the space of possible
shapes among input shapes. The multitarget shape blend-
ing is achieved using the following steps:

I. Given a set of input shapes {Mi=1...1}, we
choose any one of them as a source (reference)

863

I J‘

b4

Fig. 15. Multitarget shape blending of three hand shapes (shown in tan).
The near-rigid components are extracted from three shapes and shown
in the lower-left corner.

shape Mg, and then compute the pose configurations
from these shapes.

2. Next, we construct the pose transformations T;_.g and

local detail transformation D_ ; for each input shape.

3. Given the specified blending weight for each shape,

we blend the rotational part of T;_,s and Dg_ - using
the exponential map [3] and linearly blend the
translational and scale/shear part of T;_.g and Dg_;,
respectively. Then, we combine the blended pose
and local detail transformations.

4. Finally, we reconstruct the blended shape by solving

the Poisson equation.

Fig. 15 shows an example of blending three hand shapes
using the above four steps.

Timing and comparison. We show the timing statistics
of all experiments in this paper in Table 1. The second to
fifth columns indicate the number of triangles (#Tri), the
number of key shapes used in shape interpolation or
multitarget blending (#Key), near-rigid components
(NRC), and the number of input shapes used in the MMS
clustering algorithm (#Input). The sixth to tenth columns
list the timing of the pose configuration extraction (Extract),
calculation and interpolation of global pose and local detail

TABLE 1
Timing Statistics of Pose Configuration Construction and Shape Interpolation

Fig. #Tri | #Key NRC #Input | Extract | Interpolate | Factor | Solve Total
Fig. 2 (bottom) | 10K 2 Fig. 9(e) 2 8.86 0.64 0.62 0.01 10.12
Fig. 11 35K 2 Fig. 7 11 160.57 2.11 2.84 0.06 | 165.22
Fig. 13 35K 3 Fig. 7 11 160.57 2.78 2.84 0.06 166.19
Fig. 12 (a) 26K 2 Fig. 9 (a) 2 8.28 1.45 2.59 0.04 12.32
Fig. 12 (b) 80K 2 Fig. 9 (b) 2 77.54 4.9 11.82 0.15 94.26
Fig. 12 (¢) 35K 2 Fig. 9 (¢) 2 33.48 2.0 2.84 0.06 38.32
Fig. 12 (d) 25K 2 Fig. 9 (d) 2 19.62 1.5 2.28 0.03 23.4
Fig. 15 16K 3 Fig. 15 3 14.47 0.73 0.91 0.07 16.11
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TABLE 2
Timing Comparison with Those of Martin et al. [19]

Fig. Our Method | Martin et al. [19]
Fig. 2 (bottom) 10.12 39
Fig. 11 35.3 41
Fig. 12 (a) 12.32 42
Fig. 12 (b) 94.26 164

transformations (Interpolate), prefactorization (Factor) of
the coefficient matrix of the Poisson equation, the average
timing to generate each intermediate shape by solving the
Poisson equation (Solve), and total timing of the process
(Total = Extract + Interpolate + Factor). Since each inter-
mediate shape is generated on the fly, we do not include the
timing of generating 50 frames and just list the average
timing of solving the Poisson equation for each frame. For
the multitarget shape blending, the “Solve” time also
includes the blending of transformations among each input
shape. As shown in the table, the complexity of the
proposed method is dominated by the extraction of pose
configuration which scales according to the complexity of
the shape and the number of input shapes. In Table 2, we
also compare five experimental results with [19] in terms of
performance. The timing of [19] is measured on a PC with
Intel Core 2 Duo T7700 2.4 GHz CPU and 4 GB RAM. Note
that for the purpose of comparison, we regenerate the result
of Fig. 11 by using only source and target shapes as input to
the MMS clustering algorithm. The unit of timing of both
tables is measured in seconds.

We also compare our MMS clustering algorithm with MS
clustering algorithm using examples of Figs. 3 and 9. We
perform fiveiterations of MS clustering on flexible triangles to
get rigid and flexible clusters. The final near-rigid compo-
nents are obtained by the erosion process (Section 4.3). Fig. 16
shows the side-by-side comparison of the MMS and MS
clustering algorithm. Table 3 indicates that our MMS
clustering algorithm can not only generate smaller number
of components than MS clustering algorithm, but also 3-
11 times faster than direct application of MS clustering
algorithm.

(a)

(b)

TABLE 3
Comparison with MS Clustering Algorithm

Timing (sec) #Rigid cluster  #Flexible cluster

MS MMS MS MMS MS MMS
Fig. 3 57932 160.57 247 69 188 44
Fig. 9 (a) 53.7 8.28 408 21 129 23
Fig. 9 (b) 853.25 77.54 5848 66 22 44
Fig. 9 (c) 120.68  33.48 1134 62 349 34
Fig. 9 (d) 9542 19.62 1264 37 34 18
Fig. 9 (e) 2546 8.86 406 21 136 12

In Fig. 17, we compare our results with those of Xu et
al. [38] and Kilian et al. [19]. For each example, only a
certain frame with noticeable difference is shown. We
refer readers to the accompanying video, which can be
found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TVCG.2009.40, for a
complete comparison of the interpolation sequences. As
shown in the video, our results are superior to those of
Xu et al. [38] and comparable or even better than those of
Kilian et al. [19].

7 CONCLUSION AND FUTURE WORK

In this paper, we propose a practical solution to interpolate
shapes with a wide range of pose variation. A novel MMS
clustering algorithm is proposed to automatically and
efficiently compute the pose configuration. Then, we solve
the vertex trajectory problem of shape interpolation as a
combination of global pose transformation and local detail
transformation of surface triangles, followed by solving a
Poisson equation to reconstruct an interpolated shape. We
demonstrate the success and usefulness of our method
through several examples and two applications. There are
some future works to be further investigated. Our MMS
clustering algorithm may potentially fail in the case that
shapes not only vary in pose but also have large deforma-
tion on the surface. Under this circumstance, the MMS
clustering algorithm fails to extract near-rigid components
for representing pose variation because the rotation
sequences of triangles are quite different, i.e., generating

R
K

Fig. 16. Comparison of extracted near-rigid components. (a) The proposed MMS clustering algorithm. (b) The iterative application of MS clustering

algorithm.
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Fig. 2 (bottom) Fig. 11

Fig. 12 (a) Fig. 12 (b)

Xu et al. |38]

Martin ef al. [19]

Our Method

Fig. 17. Comparison of shape interpolation results with those of Xu et al. [38] and Martin et al. [19].

an excessive number of components. This limitation can be
reduced by deforming one of the shapes using the
technique in [34] to make two shapes vary only in pose
and then extract the pose configuration from these two
shapes. A more robust feature used in the MMS clustering,
which is invariant to surface deformation is worth further
exploration in the future. We do not apply any collision
detection during the shape interpolation, and therefore, it
may potentially generate self-collision among components
which are far from each other in geodesic. In the future, we
plan to include collision detection to resolve the self-
collision problem in the shape interpolation.
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