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Abstract—This paper addresses a challenging single-view modeling and animation problem with cartoon images. Our goal is to model the hairs in a given cartoon image with consistent layering and occlusion, so that we can produce various visual effects from just a single image. We propose a novel 2.5D modeling approach to deal with this problem. Given an input image, we first segment the hairs of the cartoon character into regions of hair strands. Then, we apply our novel layering metric, which is derived from the Gestalt psychology, to automatically optimize the depth ordering among the hair strands. After that, we employ our hair completion method to fill the occluded part of each hair strand, and create a 2.5D model of the cartoon hair. By using this model, we can produce various visual effects, e.g., we develop a simplified fluid simulation model to produce wind blowing animations with the 2.5D hairs. To further demonstrate the applicability and versatility of our method, we compare our results with real cartoon hair animations, and also apply our model to produce a wide variety of hair manipulation effects, including hair editing and hair braiding.

Index Terms—Cartoon, still image animation, 2.5D modeling, layering, single-view modeling

1 INTRODUCTION

SINGLE-VIEW modeling and animation is a challenging but valuable computer graphics problem. From just a single image, it aims to reconstruct the image contents for producing appealing visual effects with very little user input. Since there is very limited information in a single image, the problem is highly challenging, but at the same time, it is also highly valuable because it requires very little data preparation effort, and yet can deliver visually-pleasing results.

Several pioneering works have been proposed to deal with this research problem on different kinds of input images. For example, Lin et al. [1] generated animated videos from a small collection of high resolution stills by temporal ordering and a second-order Markov chain model. Xu et al. [2] created believable animations of animals by analyzing the motion of animal groups in a single image, while Okabe et al. [3] animated fluids in images by extracting their motion patterns from video examples. More recently, Chai et al. [4] animated hairs in a real photo by estimating hair direction field and reconstructing the hair volume.

Inspired by the above works, this work takes cartoon/manga images as input instead of real world photos, and aims to analyze the image contents for animating and editing the cartoon hair in an input image. This work is driven by the fact that hair animation is very common in cartoon anime. If we are able to produce a 2.5D hair model from a cartoon image, we can effectively produce a wide variety of intriguing visual effects such as hair animation and editing. For example, we can present a cartoon character with hair blown by the wind, and manipulate his/her hair with proper layering.

However, such a modeling problem is technically very challenging: since the given cartoon image is just 2D, while animating/editing the hairs requires at least a 2.5D understanding of the image contents. In particular, we need to layer the hair strands and simulate their movement to create visually-plausible animations, while attempting to retain the artist’s expressive style in the original drawing. This is very different from traditional methods, where artists manually draw the keyframes.

In this work, we take a 2.5D approach since 2.5D methods are often employed in cartoon modeling and animation. For example, Rivers et al. [5] and Yeh et al. [6] showed the simplicity and effectiveness of taking 2.5D approaches to rapidly model and manipulate cartoon characters. Moreover, the general public is used to the 2D visual style of cartoons, and 2.5D approaches can help retain the artist’s drawing style. Furthermore, 2.5D hair models are sufficient for our problem since we take 2D cartoon images as inputs, and by reconstructing a 2.5D hair model, various cartoon hair animation and manipulation effects can be achieved without tediously reconstructing a 3D hair model.

In summary, we propose a novel three-fold solution to handle the problem: (i and ii) new layering and completion methods to construct a 2.5D hair model from a still cartoon image; and (iii) a deformation strategy to animate 2.5D hairs based on fluid simulations. Our layering method relies on a simple and effective metric derived from the Gestalt psychology to automatically identify and optimize the layering among the hair strands. Moreover, hair layers from 2D segmentations could be incomplete due to occlusion; our layer completion method can automatically resolve this issue, and avoids holes in the hair animation. Then, we generate skeletons of hair strands, and devise a simplified 2D fluid simulation model to produce wind-blowed hair animations. To evaluate the quality of our results, we conduct a comparative study to examine hair animations produced by our methods and conventional cartoon anime. Lastly, to show...
the applicability of our method, we demonstrate a wide variety of hair animation and manipulation effects with our 2.5D hair models.

2 RELATED WORK

Note that there has been a large volume of research work on hair modeling; due to space limit in the paper, we cannot provide a complete overview of them.

Realistic hair modeling. There are three major approaches to model realistic hair: geometry-based, physically-based, and image-based. Geometry-based methods model the hair by using curves and surfaces. The trigonal prism wisp model [7], [8] clusters adjacent hair strands as continuous trigonal prisms linked by B-splines. Kim and Neumann employed a thin shell volume [9] with parametric surfaces and particles to model the hair surface and strands; they further proposed a multi-resolution hair model [10] using a hierarchy of generalized cylinders and polylines to enable global and local editing. Yuksel et al. [11] later developed an interactive hair modeling and styling tool to generate hair strands within simple polygonal meshes.

Physically-based methods attempt to simulate hair based on its physical properties. Hadap and Magnenat-Thalmann considered fluid flow around an obstacle as analogue of human hair [12]; they modeled hair-hair and hair-body interactions while considering the stiffness and inertial dynamics of individual strands [13]. Choe et al. [14] solved for the static deformation shapes of different hair styles while considering various physical factors. Selle et al. [15] modeled the physical properties of a single hair by a mass-spring model.

Image-based techniques aim to reconstruct the hair structure from single or multiple images. Paris et al. captured intricate hair geometry by using a fixed camera and varying light sources [16], as well as by a dome-like setup with multiple cameras, controllable LEDs, and video projectors [17]. Herrera et al. [18] employed simpler hardware setup and captured images with a hand-held thermal camera to generate accurate hair strands from the temperature orientation. Chai et al. [4] estimated the 3D hair direction field of human hair from single images and short video sequences, and reconstructed the hair volume for interactive editing. Luo et al. [19] employed a collection of images to reconstruct a 3D hair model by performing clustering, connection, and direction analysis to grow long hair strands.

Since we work with cartoon-style hair, we do not adopt these methods. Instead, we propose a novel single-view hair modeling method based on 2.5D modeling.

Cartoon hair modeling. Unlike realistic hair modeling, cartoon hair modeling aims to support computer-assisted cartoon production by non-photorealistic rendering of hair. Sakai et al. [20] modeled cartoon hair by using the implicit surface generated from 3D hair skeletons. Sugisaki et al. [21] applied physical simulations on a 3D mesh, and matched user-drawn keyframes to a manually-created motion database for hair motion interpolation. In contrast, Shin et al. [22] proposed a particle-based method that considered each hair strand as a sparse-hair model with multiple particles. While these works focused on accurate modeling of cartoon hair from scratch, we tackle a different problem: given the immense availability of 2D digital cartoon images, e.g., manga and anime, we aim to construct a 2.5D model of hair strands to support visually-plausible hair animation and editing. Most of the existing works are 3D methods, whereas we adopt a novel and simpler approach based on 2.5D modeling of 2D images. To the best of our knowledge, this is the first work we aware of in modeling image-based cartoon hair from 2.5D perspective, allowing us to retain the original art style while achieving rich animation effects.

2.5D cartoon modeling. 2.5D methods create complex scenes by layering 2D graphics at different depths. McCann and Pollard [23] generalized the layering concept: 2D graphics can partially occlude one another, or even with themselves by local layering. Rivers et al. [5] combined 2D vector drawings in different views to create a 2.5D model that can be rotated arbitrarily. Wiley [24] presented a 2.5D drawing system, which can handle self-intersections of layers by labeling the intersecting boundary curves. Zhang et al. [25] extracted temporally-consistent layer information from cartoon videos by propagating manually-marked layer labels among frames. Liu et al. [26] produced stereoscopic visual effect for 2D cartoon videos by employing T-junction cues to extract layer information combined with inpainting to fill the occluded pixels. Yeh et al. [6] enriched 2.5D modeling with assorted effects by considering 2D graphics with both front and back sides.

This work is similar in theme to [25], [26], but reconstructs 2.5D hair models from single-view 2D cartoon images to support cartoon hair animation and manipulation. Compared with [25], [26], which consider sequence of video frames as input, our input is only a single image. Our method can automatically infer the hair layering order from junctions and region overlaps among segmented hair layers, and complete the occluded hair strands. This cannot be achieved by existing methods, and is technically very challenging because our input does not have any depth information. Yet, from the experiments, our results are stable and consistent with human judgment, allowing us to deliver various hair animation and manipulation effects.

3 OVERVIEW

Fig. 1 overviews the major steps in our 2.5D modeling approach with a running example.

Segmentation. For the segmentation step, we first construct a 2D mesh as a coarser representation of the input image because it is computationally more efficient. To do so, we detect contours by the curve extraction method in [27] (see Fig. 2 (left)) as it produces fewer and nicer connected contours when compared to conventional edge detection methods. First, we find all endpoints and junctions from these curves and keep them fixed. Then, we smooth the curves by Gaussian filtering, and iteratively simplify them using the Douglas-Peucker algorithm [28]. Finally, constrained Delaunay triangulation [29] is used to partition the image (see Fig. 2 (middle)).

Next, we build a graph $G = (V, E)$, where the nodes in $V$ and edges $E$ correspond to faces and edges of the mesh, respectively. We adopt a mesh-based graph-cut segmentation method [30] to segment out each hair strand with
markups (see Fig. 2 (right)). The weights of the edges \( e \in E \) are set as \( w(e_{ij}) = \varphi_{ij} \| e_{ij} \| \), where \((i, j) \in V; \| \cdot \| \) is the norm operator for computing the edge length; \( \varphi_{ij} \) is used to penalize the cost of cutting through edges corresponding to homogeneous regions in the image, and is set to be 0 for extracted curves, and 30 otherwise. Moreover, we employ terminal weights in the graph-cut process, and model the foreground and background by a Gaussian mixture model; our background model \( B \) is \( P(C; D|B) = 1 - P(C; D|F) \), where \( P(C; D|F) \) is the joint probability that measures color similarity \( C \) and point distance \( D \) to the foreground stroke \( F \). By this, we can reduce the amount of background strokes needed for the segmentation. Note that our method can work with gradients/shading if the hair strands have clear boundaries, but still, other curve extraction or segmentation methods, e.g., [31], may also be used.

Hair modeling. After segmenting out each hair strand (see Fig. 1a and 1b), we automatically estimate the layering of hair strands from the segmented regions (see Fig. 1c) based on an analytical method we derived from psychological and experimental observations. Then, we devise a new geometric completion method based on the active contour model to fill the occluded parts in each hair strand (see Fig. 1d). Lastly, we generate the skeletons (see Fig. 1e) to enable hair animations.

Hair animation and manipulation. We may use keyframe-based methods to animate the hair skeletons, but they lack visual realism and are tedious. Hence, we devise a simplified 2D elastic model and perform a fluid simulation to animate the hair mesh, (see Fig. 1f). Other than animation, we can also perform various hair manipulation effects, e.g., hairstyling editing (see Section 7).

4 Cartoon Hair Layering

To ensure proper occlusion among hair strands when we animate and manipulate them, we next determine their depth ordering (henceforth called layering). Previous methods mainly focus on general layering problems, requiring either tedious manual specification [32] or extensive datasets for machine learning [33]. A recent method by Palou and Salembier [34] also employed T-junctions to resolve the layering, but their results show only a few number of segmented regions, and the method deals with basic T-junction cases only. In contrast, our layering method is fully automatic; it does not require extensive datasets for learning, and can handle rather complex hair layering cases with arbitrarily shaped junctions.

4.1 Juncitons and Cusp Points

Junctions are corner points shared among three or more image regions. See the junctions shown in Fig. 3. They are effective visual cues [35] for determining the layering. However, not all junctions are meaningful for layering. If a junction is located on a contour edge without depth occlusion, see the zoom-in images in Fig. 3, we call it a cusp point, and will not use it when determining depth ordering between related image regions. Hence, before we compute the layering later in our pipeline, we first have to identify cusp points among the junctions.

The procedure to identify cusp points among junctions is as follow: If a boundary line around a hair strand is found to be on a contour line in the input cartoon image (by summing up the local Laplacian along it), we regard it as an occluding boundary, see again Fig. 3. Otherwise, it is non-occluding, and we label its end-point junctions as cusp points. Note that in this paper, we use the equal sign (=), arrow (→), and bidirectional arrow (↔) to denote three possible layering cases between neighboring regions, see again Fig. 1c, say \( A \) and \( B \): 

- \( A \leftrightarrow B \) means the same depth; \( A \rightarrow B \) means \( B \) above \( A \); and \( A \leftarrow B \) means an ambiguous order.

4.2 The Junction Metric \( \Phi_j \)

To employ junctions for layering, we first look at the amodal completion law in the Gestalt psychology [35]:
“When a curve, say $C_B$, stops on another curve, say $C_A$, thereby producing a T-junction, our perception tends to interpret $C_B$ as the boundary of an object being occluded by the object associated with $C_A$."

Fig. 4 illustrates this law. As a notation, we name the regions associated with $C_A$ and $C_B$ as $A$ and $B$, respectively, and denote the angles subtended by $A$ and $B$ at the junction as $\alpha$ and $\beta$, respectively. In the ideal case, $\alpha = \pi$ and $\beta = \pi/2$; and we tend to interpret $B$ as the occludee and $A$ the occluder.

In the general case, $C_A$ and $C_B$ are arbitrary curves, see Fig. 4 (right), so they may not intersect at a right angle to give a layering perception [35], see Property 1:

**Property 1.** If $\alpha$ is close to $\pi$ and $\beta$ is close to $\pi/2$, we regard $A$ as on top of $B$, i.e., $B \rightarrow A$.

Moreover, based on observation with cartoon hairs, see Fig. 5, we develop three additional properties for layering. To begin, we first define the concept of angles domain for junction angles $\alpha$ and $\beta$. Since they are located at a common 2D junction, their sum should not exceed $2\pi$. Moreover, without loss of generality, we assume $\alpha$ to be a larger angle, i.e., $\alpha \geq \beta$. Hence, the domain of $\alpha$ and $\beta$ is basically the lower quarter of $[0, 2\pi] \times [0, 2\pi]$, which is the green area in Fig. 6a.

**Property 2.** If $\alpha \approx \pi$, the junction metric should not suggest any ordering preference, i.e., $A \leftrightarrow B$.

This is based on the fact that when $\alpha$ and $\beta$ have similar sizes, see Fig. 5 (example 1), we should not arbitrarily decide a layering between their related image regions solely by $\alpha$ and $\beta$, see Fig. 6c.

**Property 3.** If $\alpha + \beta \approx \pi$, the junction metric should not suggest any ordering preference, i.e., $A \leftrightarrow B$.

This relates to a cartoon-hair situation, where multiple hair strands go below another hair strand altogether, see Fig. 5 (example 2). In this case, $\alpha + \beta \approx \pi$, and we again should not arbitrarily decide a layering between the two related regions solely by $\alpha$ and $\beta$, see Fig. 6d.

**Property 4.** If $\beta \approx 0$ while $\alpha$ is not close to 0 or $\pi$, we regard $B$ as on top of $A$, i.e., $A \rightarrow B$.

This property is related to another common situation with cartoon hairs (particularly due to image rasterization), where a hair tip lands on the edge of another hair strand, see Fig. 5 (example 3). Concerning this, when we compare $\alpha$ and $\beta$, we regard the region with a tiny sharp angle to be on the top because hair regions with sharp angles are very likely to be hair tips, i.e., $\beta$, which is the smaller angle, is close to zero. However, since we have to avoid the situations related to Properties 2 and 3, $\alpha$ should not be close to zero or $\pi$ at the same time, see the blue areas in Fig. 6e.

To capture the above layering properties, we design and formulate the following junction metric $\Phi_J$:

$$\Phi_J(\alpha, \beta) = \left| (\alpha \text{ mod } \pi) - \pi/2 \right| - \left| (\beta \text{ mod } \pi) - \pi/2 \right|,$$

where mod is the modulus operator; the sign of $\Phi_J$ indicates the layering order between $A$ and $B$ while its magnitude indicates the tendency: if $\Phi_J \approx 0$, $A \leftrightarrow B$; if $\Phi_J > 0$, $B \rightarrow A$, and vice versa. Note that when $\alpha \approx \pi$ and $\beta \approx \pi/2$, $\Phi_J$ is relatively large and positive, indicating $A$ as on top, and when $\alpha \approx \pi/2$ and $\beta \approx \pi$, $\Phi_J$ is relatively large and negative, indicating the opposite situation. Moreover, $\Phi_J$ also fulfills properties 3 and 4, which are related to cartoon hairs. Note also that to avoid rasterization noise when computing junction angles, we fit a short boundary curve from each junction point around the segmented region.

**4.3 The Region Overlap Metric $\Phi_R$**

Another local feature we employed for computing the layering is region overlap, which is also motivated by the amodal completion law. Given regions $A$ and $B$ with junction points $p_1$ and $p_2$ (see Fig. 8), we first construct a straight line from $p_1$ to $p_2$, say $L_{AB}$, and then, define the region overlap metric as

$$\Phi_R(A, B) = \delta_A - \delta_B,$$

where $\delta_A$ and $\delta_B$ are the area of $A$’s and $B$’s portion on the right and left of $L_{AB}$, respectively. For the example shown in Fig. 8, $\delta_A$ is the shaded portion of $A$ to the right of $L_{AB}$ while $\delta_B$ is zero. Hence, $\Phi_R$ is positive, suggesting $A$ as on
top of $B$. In detail, we implement the computation by using half edge data structure to represent the segmented hair regions and arranging the edges in anticlockwise order. Hence, we can use the Green’s theorem to compute the signed area of the overlapping region.

4.4 The Layering Metric

Given neighboring regions $A$ and $B$, our layering metric $\Phi$ combines junction metric $\Phi_J$ and region overlap metric $\Phi_R$ to determine the layering order between them:

$$\Phi(A,B) = w \cdot \Phi_J(A,B) + \Phi_R(A,B)/|L_{AB}|^2,$$  \hspace{1cm} (1)

where $\Phi_J(A,B) = s(p_1)\Phi_J(\alpha_1, \beta_1) + s(p_2)\Phi_J(\alpha_2, \beta_2)$ denotes the sum of $\Phi_J$s at the two junction points between $A$ and $B$, and $s(p)$ is 0 if $p$ is a cusp point, otherwise 1. This $s(p)$ helps to avoid $\Phi_J$ at cusp points. To normalize the area in $\Phi_R$, we divide $\Phi_R$ by $|L_{AB}|^2$, and use a weighting term $w$ (set to be 0.25) to balance the two metrics. Again, a positive $\Phi$ indicates $A$ as on top of $B$ similar to $\Phi_J$ and $\Phi_R$, and vice versa.

Fig. 7 shows two examples, where we can successfully determine the local layering order by combining the strengths of $\Phi_J$ and $\Phi_R$.

4.5 Layering Optimization

Since the layering metric is local, it may not ensure global consistency. Hence, we develop the following combinatorial optimization method to address this issue. First, we calculate the layering order between all pairs of neighboring regions using Eq. (1). Then, we construct an undirected graph $G' = (V', E')$, where nodes in $V'$ correspond to the shared (occluding) boundaries between hair regions, and edge $e_{ij}$ in $E$ connects nodes (shared boundaries) that share a common junction point in the cartoon image. Note that $G'$ is a dual of $G$, see Section 3. Next, we define $x_i \in \{-1, +1\}$ as an unknown variable, which indicates two possible states (below, above) of each node, and solve for $x_i$ by energy minimization:

$$\arg\min_{\{x_i\}} \left[ -\sum_{i \in V'} \Phi(u_i)x_i - \sum_{e_{ij} \in E'} \phi_{ij}x_ix_j \right],$$ \hspace{1cm} (2)

where the first term is the layering metric $\Phi$ from Eq. (1), while the second term considers edges $e_{ij} \in E'$, i.e., neighboring boundary contours in the cartoon image: $\phi_{ij} = \tan(\theta_{ij} \mod \pi - \pi/2)$, and $\theta_{ij}$ is the angle between the corresponding boundary lines at the junction. The key idea here (see Fig. 10) is: if two neighboring boundary contours are smoothly connected at a common junction, i.e., $\theta_{ij} \approx \pi$, they tend to have the same state. After the optimization, we can then obtain a local layering order between every pair of hair regions, and apply topological sort to further compute the rendering order among them.

5 Cartoon Hair Completion

To avoid holes in hair animation and manipulation, we next have to complete the hair strands, see Fig. 9. Single-view image completion has always been a challenging problem because the hidden parts are unknown and could have arbitrary shapes. Since we focus on hair animation and manipulation, we do not need a general completion method to fully reconstruct the hair strands, i.e., until they reach the cartoon character’s head. Rather, we develop an efficient and practical solution for completing 2.5D cartoon hair, capable of delivering various hair animation and manipulation effects.

Our method considers three cases of cartoon hair completion, see Fig. 11a, 11b and 11c: The first case happens when two hair strands intersect each other, so the one behind is divided into two disconnected regions. The second case happens when the root part of a hair strand (closer to the head) is occluded by other hair strands, whereas the third case happens when the tip part of a hair strand (far away from the head) is occluded by others.
5.1 Case 1: Intersecting Hairs
To identify intersecting hairs, our method starts by matching pairs of occluding edges from occludee hair regions around a common ocluder, see again Fig. 11a. We consider three matching criteria: 1) color difference between the two occludee regions around their corresponding occluding edges; 2) sum of distances between the corresponding endpoints of the two occluding edges; and 3) tangent vectors at the occluding edge endpoints.

If a match is found within a threshold, we complete the occluded area by constructing two Bezier curves with $C^1$ continuity to connect the corresponding endpoints of the occluding edges. Then, we merge the two divided hair regions, together with the completed area, into a single hair strand in our 2.5D model.

5.2 Case 2: Occluded Root
The second and third cases account for occluding edges that are not paired with others. Since we do not have a clear shape in the completion, the second and third cases are more complicated than the first one. Here we first try to merge (or connect) neighboring occluding edges, e.g., $ps$ and $sq$ in Fig. 11b, and then grow the related occludee hair strands to form the completion area.

Notations. We denote $R$ as the occludee region to be completed, $O(R)$ as the set of occludee regions above $R$, $p, q$ as the two outermost endpoints on $R$’s (merged) occluding edge, and $T_p$ and $T_q$ as the related tangents at $p$ and $q$, respectively. See Fig. 11b.

Our method. We devise an active-contour method based on a novel Hamiltonian function, and adopt it in a curve deformation model [36]. In short, our method iteratively refines a curve, say $C_i(t)$, to form the completion area with the following constraints: $C_i(0) = p, C_i(1) = q, C_i'(0) = T_p, C_i'(1) = -T_q$, and $C_i$ should be smooth and lie under $O(R)$.

To adopt the deformable model [36] for our problem, we first construct an external force field $F_{ext}$ for pushing $C_i$. To do so, we extract two short curve segments at $p$ and $q$, say $c_p$ and $c_q$, see Fig. 12 (left & middle), and solve the following Hamiltonian function for $A_p$ and $B_p$ given $c_p$: $H_p(x) = \frac{1}{2}x^T A_p x + x^T B_p x$, which should satisfy

\[
\begin{align*}
\frac{\partial H_p(c_p(t))}{\partial y} & , \quad \frac{\partial H_p(c_p(t))}{\partial x} \quad \text{and} \quad \frac{\partial H_p(c_p(t))}{\partial t} = 0 ,
\end{align*}
\]

where $x$ is the 2D image space; $A_p$ and $B_p$ are unknowns solved by the above constraints. Then, we compute

\[
F_p(x) = R(\frac{\pi}{2}) \nabla H_p = R(\pi/2)(A_p x + B_p) ,
\]

which is the vector field derived from $c_p$, see Fig. 12 (left). Note that we rotate $\nabla H_p$ by $\pi/2$ clockwise because $\nabla H_p$ faces outward relative to $R$. Similarly, we solve $H_q$ for $A_q$ and $B_q$ given $c_q$, and compute $F_q(x)$. Lastly, we combine $F_p$ and $F_q$ to form

\[
F_{ext}(x) = \Omega(x)(t F_p(x) + (1 - t) F_q(x)) ,
\]

where $\Omega(x) = \text{Sigmoid}(\gamma_p(x) \cdot \gamma_q(x)); \gamma_p(x) = \max(H_p(p) - H_p(x), 0), \gamma_q(x) = \max(H_q(q) - H_q(x), 0)$ are used to clamp negative values to avoid unnatural hair growth; and $t \in [0, 1]$ is an interpolation factor based on distances from $p$ and $q$.

After obtaining $F_{ext}$, see Fig. 12 (right), we compute the convex hull of the occluding boundary of $R$ from $p$ to $q$, say $C_0$, see the orange curve in Fig. 12 (right). Then, we employ Algorithm 1 with $C_0$ (as an initial curve) and $F_{ext}$ as inputs to iteratively refine $C_0$ to form the completion area. Note that $N$ is the normal of the curve; $V_i$ is the velocity to push the curve outward; and $A_i$ is a pentadiagonal matrix, see [36] for its detail.

Algorithm 1. Iterative Refine ($C_0, F_{ext}$)

1: $i \leftarrow 0$
2: while true do
3: $i \leftarrow i + 1$
4: for each sample point $C_{i-1}(t)$ do
5: $V_i(t) = ||F_{ext}(C_{i-1}(t)) \cdot N(C_{i-1}(t))||N(C_{i-1}(t))$
6: $C_i(t) = (I - A_i^{-1})[C_{i-1}(t) + V_i(t)]$
7: if $C_i(t)$ outside $O(R)$ then
8: return $C_{i-1}$
9: end if
10: end for
11: if $||V_i|| < \epsilon$ then
12: return $C_i$
13: end if
14: end while

Fig. 12. Left & Middle: Vector fields ($F_p$ & $F_q$) constructed from red short curve segments at $p$ and $q$, respectively; Right: Combined vector field $F_{ext}$ for pushing $C_i$ (orange).
5.3 Case 3: Occluded Tip
The third case is similar to the second case, except that we need to achieve a sharp instead of round tip. After we form a round tip by the method in case 2, see Fig. 11c (middle), we determine the farthest point on the extrapolated contour, approximate it with a cubic Bézier curve, and then adjust the tangents at the farthest point to produce a sharp tip, see Fig. 11c (right).

5.4 Overall Procedure
To differentiate among the above three cases for each occluding edge, we start with the matching process described in case 1. If an occluding edge can be paired with others, we perform the completion procedure described in case 1. For each unpaired occluding edge, we differentiate between cases 2 and 3 by computing the average distance of the edge to the center of the head. If the edge is closer to the head as compared to the non-occluded region, we go for case 2, else case 3.

After obtaining the shape of the completion area, we employ an existing inpainting method [37] to synthesize the texture and color in the occluded region using the textures sampled from the remainder of the hair image. Some artifacts may appear if the hair occludes nontrivial image features such as eyes and mouth, where manual inpainting is required to complete the features.

6 Cartoon Hair Animation and Manipulation
To support hair animation and manipulation, we construct a skeleton for each completed hair strand as follows: First, we determine the tip of each hair strand by identifying the sharp corner(s) in each completed hair strand. Then, we look for corners that are locally above the neighboring regions by using the layering results we obtained earlier. Next, we construct a medial axis from the hair tip along the hair strand as the hair skeleton. Sometimes, a hair strand may have branches, so when we grow multiple medial axes from different tips, we join the medial axes in a hierarchical skeleton.

6.1 Cartoon Hair Animation
In general, hair simulations require modeling both the blowing wind and hair strands in 3D, and coupling 3D fluid dynamics with material deformation. This, however, could be too complicated for conventional cartoons. Hence, we propose a simplified simulation, which is efficient for generating wind-blown hairs.

Our method is based on the following assumptions. First, the movement of hair strands is approximated by the corresponding skeletons. Second, the hair dynamics is approximated by a linear elastic model with piecewise rigid deformation. Lastly, we ignore hair-hair interactions, and only employ 2D fluid simulations.

In detail, we move the hair skeleton by the aerodynamic forces from the wind, and employ the lattice Boltzmann model to solve the incompressible Navier-Stokes equation [38] with the hair skeleton as the boundary. After the simulation, we obtain pressure $p$, which is normal to the skeleton curve. Moreover, to prevent the skeleton from excessive bending, we model bending force $f = \gamma k n$, where $\gamma$ is the stiffness; $k$ is local curvature; and $n$ is the normal vector along the skeleton curve. Together with the gravity force $g$, the total force acting on the skeleton is: $F = -p n + f + g$.

Next, we uniformly sample the skeleton curve, and compute $F$ at each sample node. Then, we perform time integration to deform and animate the skeleton according to the following dynamic equation: $\ddot{\theta} = r F \cdot n$, where $\theta$ is the change in angle between successive edges at each sample node; $r$ is the rate of rotation, which allows for small or large amount of hair movement. Note that we deform the skeleton by considering only rotation at sample nodes, and compute the rotations to bend the hair strand starting from its root till the tip. To improve the visual realism, we also vary the rotation rate along the hair by $r = \tau e_i d_i$, where $\tau_0$ is the base rotation rate and $d$ is the distance from the hair root along the skeleton; $\lambda$ is the user-controllable parameter for tuning the amount of hair bending.

Once we obtain the skeletons and their motion trajectories, we deform the mesh to follow the skeleton motion by binding each mesh vertex to one or more bones of the skeleton with appropriate blending weights per vertex. In our model, we set the weights as the inverse distance from the skeleton curve. Other standard methods, such as [39], could also be used here.

Fig. 13 presents our hair animation results. A single wind source is used to simulate the wind blowing on the cartoon hairs. From these results, we can see that our method can properly animate the hair strands with appropriate 2.5D layering while retaining the original drawing style of the artists in the given cartoon images.

6.2 Cartoon Hair Manipulation

Hair editing. Our 2.5D hair model enables flexible editing of hair strands in cartoon images, e.g., layering order, hair length, braiding, see Fig. 14. We achieve these effects by manipulating the hair skeleton and adopting the as-rigid-as-possible method [40] for the deformation. In detail, we formulate it as a minimization problem with a deformation term, a smoothness term, and a constraint term, and the objective is defined as $\Omega = w_R \Omega_R + w_H \Omega_H + w_C \Omega_C$, where $w_R, w_H$ and $w_C$ are the weighting coefficients, which are set to 20, 1, 100, respectively in all our experiments. $\Omega_R$ is a deformation term defined as $\Omega_R = \sum_{i \in V, s_k \in S} w_k (\| (v_i - s_k) - T_s(v_i' - s_k') \|^2)$, where $w_k$ is the weight of vertex $v_i$ for skeleton $s_k$, $s_k \in S$ (S is a set of bones) and is set to be the inverse of the distance from the skeleton; and symbol $\cdot$ indicates variables of the deformed skeleton. $T_s$ is the transformation matrix that constrains the resizing of hair along the tangential direction of the skeleton to maintain the overall shape; it is defined as a rigid transformation:

$$T_s = R_{(1,0)}' \begin{bmatrix} 0 & 1 \end{bmatrix} R_{(1,0)}'$$

where $e_{kl} = s_{kl} - s_{kl}$ and $e_{kl}'$ denotes the deformed edge vector; $R_{(1,0)}'$ is the rotation matrix that transforms vertex $v$ to $v'$; and $s = \| e_{kl}' \| / \| e_{kl} \|$ is a scale factor. This transformation allows (and prevents) scaling along tangential (and normal) direction of the bones. $\Omega_H$ is a smoothness term defined as $\Omega_H = \sum_{i,j \in E} w_{ij} (v_i' - v_j')^2$, where $w_{ij} = \text{cot} \theta_{ij} + \text{cot} \theta_{ij}'$ are discrete harmonic weights, $\theta_{ij}$ and $\theta_{ij}'$ are angles opposite to the edge $(i,j)$ in the original mesh. $\Omega_C$ is a constraint term defined as $\Omega_C = \sum_{i \in E} (v_i - v_i')^2$, where $C$ is a set of...
constraint vertices. We set boundary constraints at the root of the hair strand.

**Hair braiding.** We adopt the twist operation in [6] for producing the hair braiding effect, see Fig. 14. Here we darken the texture of the hair strand as its back texture, and twist the hair strand geometry while mixing its front and back textures. Since we can only present static images in the paper, readers can refer to the supplementary video for the related animation results.

7 **DISCUSSION**

**Implementation and performance.** The proposed system is implemented in C++ and evaluated on a desktop computer with a 3.4 GHz CPU and 4GB memory. The time taken to manually segment the hair in the four cartoon images shown in Fig. 13 (from top to bottom) are 8, 12, 9, and 15 minutes, respectively. These cartoon characters have face features, but we avoid them in the figure for clarity in the results presentation. The average processing
time (over four segmented cartoon images) for layering computation, hair completion (excluding color and texture inpainting), skeleton generation, and deformation are around 0.031, 1.608, 0.415, and 0.015 seconds, respectively. After the 2.5D modeling, the hair animation process, which involves a fluid simulation, takes around 1.5 seconds to compute each frame.

*Evaluating the layering metric.* We conducted an experiment to evaluate the layering metric presented in Section 4 with seven subjects: ages from 23 to 27 (mean 24.43); four males and three females; and volunteer-based. Fig. 13 shows the four cartoon images we employed with a total of 475 layering cases, each corresponding to a pair of neighboring image regions around a cartoon hair.

In detail, we implemented a simple interface in Python to present the cartoon image to the subjects with a zoom-in view for each layering case. The subjects can enter their layering judgment by a mouse click, i.e., which region is on the top or whether the two regions have equal depth. Then, the subject can hit Spacebar to finalize a decision, and proceed to the next layering case. Our interface records the layering judgment and the time taken per case. The subjects have no time constraint in making a decision, but they mostly took a few seconds per case, except for some more complicated ones, which may require more than 10 seconds.

After collecting the data, we first compute the ground truth (G.T.) of each layering case by voting over the subject’s input because different subjects may perceive different layering orders. Then, we compare the subject’s inputs against the ground truth to compute the average accuracy of human subjects. Similarly, we compute the average accuracy of our layering metric by comparing our results against the ground truth. From the second and third columns in Table 1, which summarize the accuracy results, we can see that our layering metric can achieve similar or even better accuracy compared to human subjects. Moreover, our layering is automatic and simple to compute; it only takes around 0.031 seconds to compute, see the last column in Table 1.

The few failure cases, where our layering result does not match the human judgment result, are mainly due to two reasons: 1) some cases are truly ambiguous even for human judgment, see the two examples shown in Fig. 15a; and 2) our method predicts equal layering depth based on computing the Laplacian; hence, for unclear boundaries between hair strands, Cheng’s curve extraction algorithm may miss the related contour line, see Fig. 15b, and so, our layering metric may mis-classify it as non-occluding boundary with equal depth.

**Comparative study: Cartoon videos.** We compared our hair animation results with three real cartoon videos. First, we extract a single image frame from each of these videos, and apply our method to produce a 2.5D cartoon model for each extracted image. Then, we adjust the fluid simulator to create a similar wind flow, and generate hair animations. After that, we can compare our hair animation results with the original cartoon videos. Readers can refer to the supplementary video for the related animations. The results show that our hair animations are visually comparable to the original videos even though our method takes only a single image as input.

**Limitations.** First, we cannot handle messy hairstyles because the hairs in this case cannot be properly segmented into strands for 2.5D modeling. Also, thin hair strands like real human hairs may not be suitable for use in our system. Second, our layering method currently cannot handle intertwined hair strands because it does not consider local layering [23], e.g., two graphical elements overlay each other with different layerings in different parts of the image. Third, our hair simulation model assumes no hair-hair interaction, i.e., the hair strands are animated independently.

### 8 Conclusion

This paper presents a novel 2.5D approach to modeling, animating, and manipulating hairs in a single cartoon image. In summary, we have three key contributions: First, we derive an effective layering metric from the Gestalt psychology and our observation on cartoon images; it can automatically optimize the layering order among hair strands in a single cartoon image. Second, we develop a novel layer completion method that can automatically fill the occluding parts of hair strands; by this, we can construct a 2.5D hair model to support hair animation and manipulation with appropriate layering. Lastly, we devise a simplified simulation model to animate the skeletons in hair strands, and also develop a wide variety of hair manipulation operations, including hair editing and hair braiding. To demonstrate the capability of our approach, we also compare our results with conventional cartoon videos, and apply our method to produce hair animation and manipulation results on assorted cartoon characters.

**Future work.** First, we plan to extend our 2.5D layering model to support local layering similar to that in [41]. Second, we would like to explore ways to produce pseudo 3D effect in the hair animation to further improve the visual quality. Third, we plan to develop cartoon hair re-shading (or relighting) method on the hair strands when we animate...
the hairs. Lastly, we are interested in exploring ways to extend our method to other parts of a cartoon character by studying whether or how to revise our layering method, as well as the related completion and inpainting process.
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