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Fig. 1. Our method achieves identity-preserving subject insertion in the novel scene harmoniously, simultaneously enabling diverse text-driven control.
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Recent advances in diffusion models have enhanced multimodal-guided
visual generation, enabling customized subject insertion that seamlessly
“brushes” user-specified objects into a given image guided by textual prompts.
However, existing methods often struggle to insert customized subjects with
high fidelity and align results with the user’s intent through textual prompts.
In this work, we propose In-Context Brush, a zero-shot framework for
customized subject insertion by reformulating the task within the paradigm
of in-context learning. Without loss of generality, we formulate the object
image and the textual prompts as cross-modal demonstrations, and the tar-
get image with the masked region as the query. The goal is to inpaint the
target image with the subject aligning textual prompts without model tuning.
Building upon a pretrained MMDiT-based inpainting network, we perform
test-time enhancement via dual-level latent space manipulation: intra-head
latent feature shifting within each attention head that dynamically shifts
attention outputs to reflect the desired subject semantics and inter-head
attention reweighting across different heads that amplifies prompt controlla-
bility through differential attention prioritization. Extensive experiments
and applications demonstrate that our approach achieves superior identity
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preservation, text alignment, and image quality compared to existing state-
of-the-art methods, without requiring dedicated training or additional data
collection. Project page: https://yuci-gpt.github.io/In-Context-Brush/.

CCS Concepts: • Computing methodologies→ Image manipulation;
Image processing.

Additional Key Words and Phrases: customized generation, subject insertion,
diffusion models
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1 Introduction
Image customization [Ruiz et al. 2023; Gal et al. 2023; Xu et al.
2025], where users aim to render specific subjects into new contexts,
has received increasing attention with the advancement of text-to-
image diffusion models [Rombach et al. 2022; Peebles and Xie 2023;
Podell et al. 2024; Esser et al. 2024]. Beyond synthesizing new scenes
from scratch, a more practical and challenging task is to insert a
customized subject into a specific region of existing images. This
task requires maintaining high semantic fidelity to the customized
subject, ensuring contextual harmony with the background, and
enabling flexible contextual adaptation (e.g., varying pose, attributes,
interactions) with textual prompts provided by users.
Initial attempts [Yang et al. 2023; Song et al. 2023; Chen et al.

2024b,a; Song et al. 2024] for customized subject insertion typically
replace text prompts with subject embeddings, allowing visual spec-
ification of the subject but inherently limiting the generation under
textual guidance. Later efforts [Choi et al. 2023; Li et al. 2023; Gu
et al. 2024a,b] adopt a more straightforward way of learning subjects
by fine-tuning the model, and then inserting them into target scenes
via additional editing modules. However, such a workflow suffers
from subject overfitting and reduced editing controllability. Recent
approaches [Wang et al. 2024; Li et al. 2024] share the core objective
using techniques, such as inversion and blending, to learn and insert
subjects in a training-free manner. However, the low-dimensional
latent representations derived from inversion processes inherently
restrict textual control precision. Achieving customized subject in-
sertion that harmoniously integrates the subject with visual context
(target images) while maintaining identity consistency and adhering
to textual context (prompts) with a training-free framework remains
challenging to be explored.

Large-scale pre-trained models [Achiam et al. 2023; Touvron et al.
2023] demonstrate remarkable capabilities for context understand-
ing and give rise to in-context learning (ICL) [Brown et al. 2020; Min
et al. 2022; Dong et al. 2022], a powerful paradigm that transfers
knowledge and facilitates predictions by leveraging input-output
pairs, termed as demonstrations (demos), in a zero-shot manner. Sim-
ilarly, Diffusion Transformers (DiTs) [Peebles and Xie 2023; Chen
et al. 2024c; Esser et al. 2024; blackforestlabs.ai 2024] present a
promising avenue to incorporate ICL to enable controllable text-
to-image generation by utilizing text-image pairs as demos and

vision/language conditions as queries, generating images that in-
corporate information from demos while following the specified
conditions [Zeng et al. 2024].
However, current ICL-based image generation methods [Wang

et al. 2023b,a; Najdenkoska et al. 2024] primarily focus on shallow
task adaptation of image-text correspondences in demonstration
pairs (e.g., pixel-to-caption matching) while failing to disentangle
and transfer abstract subject semantics (e.g., cross-demo categorical
invariants or relational patterns). Furthermore, these task-specific
conditioning mechanisms conflate subject identity with environ-
mental context, thereby constraining zero-shot generalization to
novel subject-scene combinations. As a result, directly leveraging
existing ICL frameworks for customized image editing remains a
significant challenge.

In this paper, we dive into the ICL framework to enable zero-shot
subject insertion. Subject images and textual prompts serve as demos,
while target images act as queries for conducting regional insertion.
Following the ICL paradigm, where demos and queries are con-
catenated as input, we also concatenate prompt tokens and subject
image tokens with target image tokens in DiTs to construct an ICL-
based inpainting framework. With this framework, we formulate
fine-grained subject-level transfer as shifting hidden states in DiTs
and propose an intra-head latent feature shift injection mechanism
to incorporate hidden states of subjects and textual prompts into
queries. This enables customized subject-level injection, maintaining
consistency between subject and output images while aligning with
textual prompts. Additionally, we introduce inter-head attention
activation to improve textual control to subjects according to vari-
ous prompts, and token blending to improve consistency between
the inserted subject and the background. Experiments on bench-
mark datasets show that our method successfully inserts customized
subjects into new scenes, enables diverse prompt-driven control,
preserves subject fidelity, and achieves coherent visual integration.
Our contributions can be summarized as follows.

• We propose In-Context Brush, a zero-shot customized sub-
ject insertion framework that leverages ICL to transfer subject-
level features in large-scale text-to-image diffusion models,
and achieves superior identity preservation, prompt align-
ment, and image quality compared to state-of-the-art meth-
ods.

• We reformulate subject insertion under the ICL paradigm
as a latent feature shifting problem, and introduce a feature
shift injection mechanism to enable accurate and consistent
transfer of subject semantics into target scenes.

• We further introduce attention head activation for prompts
expressiveness enhancement, and propose a token blending
strategy to ensure visual coherence between the inserted
subject and the surrounding context.

2 Related Work

2.1 In-context learning for image generation
With the scaling of model and dataset sizes, large language mod-
els (LLMs) [Devlin 2018; Radford et al. 2019; Achiam et al. 2023;
Touvron et al. 2023] have demonstrated remarkable ICL capabili-
ties [Brown et al. 2020; Wei et al. 2022]. ICL enables models to learn
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Fig. 2. Pipeline of our method.We mainly introduce latent space shifting for subject present in target images in a training-free manner. In the “Latent
Feature Shifting” part, features from the reference are shifted to output. We propose attention heads activation for further enhance representation of textual
prompts and token blending for consistency injection within the image.

from contextual demonstrations and apply the extracted knowledge
to queries. This approach facilitates task execution by conditioning
on a combination of demonstrations and query inputs, eliminating
the need for parameter optimization. In recent years, the use of ICL
has extended beyond natural language processing to encompass
image generation. Prompt Diffusion [Wang et al. 2023a] introduces
a framework that employs in-context prompts for training across
various vision-language tasks, enabling the generation of images
from vision-language prompts. Building on this, iPromptDiff [Chen
et al. 2023] enhances visual comprehension in visual ICL by de-
coupling the processing of visual context and image queries while
modulating the textual input using integrated context. Furthermore,
Context Diffusion [Najdenkoska et al. 2024] separates the encoding
of visual context from the query image structure, enabling the model
to effectively leverage both visual context and text prompts. How-
ever, previous works primarily focus on learning task relationships
from demonstrations and transferring them to queries. In contrast,
our approach emphasizes learning the semantic feature relation-
ships between subject and target images, enabling subject features
insertion into specific regions through a training-free mechanism.

2.2 Customized subject insertion with diffusion models
Previous methods [Yang et al. 2023; Chen et al. 2024b; Song et al.
2024, 2023; Chen et al. 2024a; Yu et al. 2025] typically encode the
subject image into embeddings that serve as input conditions to
diffusion models. However, text conditions are replaced by image
embeddings in the models, making it hard to guide the generation
process with prompts. As a result, the output often does not match
the user’s intended description, reducing its usefulness. Recent zero-
shot approaches [He et al. 2024; Winter et al. 2024b; Song et al.
2025] construct large-scale datasets to train subject insertion mod-
els. However, the prompts used in training are typically limited
to task-level instructions (e.g., object replacement or removal) or
coarse descriptions of the entire scene, which restricts the ability to
perform fine-grained control over the inserted subject. Two-stage
approaches [Gu et al. 2024a,b; Avrahami et al. 2023; Li et al. 2023;

Zhu et al. 2024] first learn subject-specific embeddings through cus-
tomization techniques [Ruiz et al. 2023; Gal et al. 2023], and then
perform insertion into target scenes. While enabling prompt-driven
editing, it comes at the cost of subject-specific training, reducing
applicability in real-world scenarios. Recently, training-free meth-
ods [Wang et al. 2024; Lu et al. 2023; Li et al. 2024; Zhang et al.
2025] have emerged to avoid tuning. These approaches perform
inversion of both the subject and scene images into the diffusion
latent space, then combine them via a training-free mechanism.
However, these methods provide limited controllability through tex-
tual prompts due to the lack of explicit alignment between subject
semantics and prompt guidance. StyleAligned [Hertz et al. 2024]
and ConsiStory [Tewel et al. 2024] explore the feature sharing be-
tween reference and target images for stylization and consistency
generation tasks, While StyleAligned focuses on stylistic control,
it lacks structural precision, limiting its use for subject insertion.
ConsiStory ensures image consistency but struggles to preserve
identity when learning from given images. ObjectDrop [Winter et al.
2024a], OmniGen [Xiao et al. 2025], and UniReal [Chen et al. 2025]
also leverage in-context learning for object insertion or customized
generation and show promising results following a training-based
fashion, whereas our method operates purely at inference time.
IC-LoRA [Huang et al. 2024] activates the in-context generation
capabilities of DiTs by training task-specific LoRA modules using
paired datasets, but its reliance on data collection and retraining
limits practicality. In contrast, our method is training-free and uses
ICL to transfer subject features across tasks efficiently. A concurrent
work, Diptych Prompting [Shin et al. 2024] also leverages atten-
tion in a training-free manner. However, it re-weights attention to
emphasize reference influence, which may overlook subject rela-
tionships and cause identity inconsistency. In contrast, our method
integrates visual features and textual guidance via ICL, achieving
stronger alignment with prompts while preserving subject identity.

3 Method
Given a subject image 𝐼𝑐 ∈ R𝐻×𝑊 ×3 containing the subject to be
inserted, a target image 𝐼𝑠 ∈ R𝐻×𝑊 ×3 providing the background
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context, a textual prompt 𝑝 describing the desired output subject,
and a binary mask𝑚 ∈ {0, 1}𝐻×𝑊 specifying the insertion region,
we aim to transfer the subject from 𝐼𝑐 into the mask region of 𝐼𝑠 with
guidance from user provided 𝑝 , and get final output image 𝐼𝑔𝑒𝑛 . To
do so, in Sec. 3.1, we formulate customized image insertion with ICL
in DiTs. In Sec. 3.2, we introduce our core mechanism, latent feature
shifting, which enables subject transfer in latent space. In Sec. 3.3,
we present head-wise reweighting to enhance textual control. In
Sec. 3.4, we describe token blending, which ensures better visual
consistency between the inserted subject and the background.

3.1 Preliminary
We adopt multi-modal diffusion transformers (MM-DiTs) [Esser et al.
2024; blackforestlabs.ai 2024] as the backbone of our generation
framework. In each sampling step, MM-DiTs take a combination
of text and image token embeddings as input and progressively
denoise a latent representation to synthesize the output image. To
integrate customized subject insertion into MM-DiTs, we introduce
an ICL paradigm to model the subject-level relationships.

In the setting of ICL in LLMs, consider the translation task, given
a few demo prompts, the model will infer task rules based on this
task-wise contextual information and translate new input queries.
In our scenario, we propose a feature-wise ICL paradigm instead,
which transfer subject feature from demo to query. Specifically, to
utilize ICL, we construct input demonstrations analogous to those
in large language models: the prompt 𝑝 and subject image 𝐼𝑐 jointly
serve as demonstration (demo), providing contextual information,
while the target image 𝐼𝑠 is the query whose corresponding region
will be inserted. Formally, we concatenate 𝐼𝑐 and 𝐼𝑠 into a single
input image 𝐼𝑖𝑛 = [𝐼𝑐 ; 𝐼𝑠 ], and the mask is correspondingly extended
as𝑀 = [0;𝑚]. In this ICL-based configuration, MM-DiT implicitly
learns to transfer subject-level features from the demo (𝑝 , 𝐼𝑐 ) into
the query image (𝐼𝑠 ) by latent space shifting, detailed in Sec. 3.2.
To precisely insert the subject into the background image, we ad-
ditionally apply Grounding DINO [Liu et al. 2025] and Segment
Anything Model (SAM) [Kirillov et al. 2023] to remove the original
background in 𝐼𝑐 , isolating the desired subject clearly. As a result,
with a generation model 𝐺𝜃 , the output image 𝐼𝑔𝑒𝑛 ∈ R𝐻×𝑊 ×3 can
be formally predicted as:

[𝐼𝑐 ; 𝐼gen] = 𝐺𝜃 (𝑝, 𝐼in, 𝑀),
= 𝐺𝜃

(
𝑝, [𝐼𝑐 ; 𝐼𝑠 ], [0𝐻×𝑊 ;𝑚]

)
.

(1)

3.2 Latent feature shifting for subject injection
In this section, we prove that subject-level features can be injected
by shifting hidden states within the framework of ICL, effectively
leveraging information from multi-modal demos. In Sec. 3.1, 𝑝 and
𝐼𝑐 are concatenated within attention blocks and used to compute the
final hidden states through a joint-attention mechanism. Specifically,
let 𝑋 = Concatenate(

[
𝑥𝑝 , 𝑥𝑐 , 𝑥𝑠

]
) represent the input embedding,

where 𝑥𝑝 , 𝑥𝑐 and 𝑥𝑠 represent input token embeddings at the same
concatenating positions as 𝑝 , 𝐼𝑐 and 𝐼𝑠 , respectively. Let𝑊𝑞 ,𝑊𝑘 , and
𝑊𝑣 be the learnable key, query, and value matrices for computing the
attention features𝑄 , 𝐾 , and𝑉 , the output hidden states of attention

blocks can be formulated as:

ℎ̂ = Attn
(
𝑋𝑊𝑞, 𝑋𝑊𝑘 , 𝑋𝑊𝑣

)
= Concatente(

[
ℎ𝑝 , ℎ𝑐 , ℎ𝑠

]
), (2)

where ℎ𝑝 , ℎ𝑐 , ℎ𝑠 represent the hidden states corresponding to each
component in 𝑋 . We put the detailed derivation in supplementary
materials.
Although in attention blocks, the overall feature 𝑋 is processed

in a self-attention manner, there also exist relationships in the form
of cross-attention among different pairs of its components. For
example, ℎ𝑠 is directly composed of two parts: one part is derived
from the self-attention computation of 𝑥𝑠 ; the other part is obtained
through the interactionwith features provided by the textual prompt
and the reference subject, i.e., 𝑥𝑝 and 𝑥𝑐 . We only focus onℎ𝑠 because
the generated result 𝐼𝑔𝑒𝑛 is directly related to it.

This characteristic activates us to leverage contextual information
from other features in the latent space from the perspective of in-
context learning. When 𝑥𝑝 and 𝑥𝑐 interact through cross-attention
with 𝑥𝑠 respectively, they serve as demo providing semantic feature-
wise contextual information and generating the attention output
ℎ(𝑑𝑒𝑚𝑜_𝑝) and ℎ(𝑑𝑒𝑚𝑜_𝑐). As for the position for insertion, the
self-attention computation of 𝑥𝑠 itself yields the original output
ℎ(𝑞𝑢𝑒𝑟𝑦) without demo. Therefore, we rewrite the formula of ℎ𝑠 in
the form of the attention operation:

ℎ𝑠 = Softmax
( [
𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑝 𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑐 𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑠

] ) 
𝑥𝑝𝑊𝑣

𝑥𝑐𝑊𝑣

𝑥𝑠𝑊𝑣


= 𝛼𝑝 · ℎ(𝑑𝑒𝑚𝑜_𝑝) + 𝛼𝑐 · ℎ(𝑑𝑒𝑚𝑜_𝑐) + 𝛼𝑠 · ℎ(𝑞𝑢𝑒𝑟𝑦),

(3)

where𝑊𝑞𝑘 = 𝑊𝑞𝑊
⊤
𝑘
. We put the detailed derivation in supple-

mentary materials. 𝛼𝑡𝑎𝑔 is the scalar that represents the sum of
normalized attention weights between different hidden states:

𝛼𝑡𝑎𝑔 =

∑
exp

(
𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑡𝑎𝑔

)
∑
exp

(
𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑝

)
+∑

exp
(
𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑐

)
+∑

exp
(
𝑥𝑠𝑊𝑞𝑘𝑥

⊤
𝑠

) ,
(4)

where 𝛼𝑝 + 𝛼𝑐 + 𝛼𝑠 = 1. Therefore, the essence of this subject-
level relationship ICL can be regarded as a latent feature shifting
on the original attention output ℎ(𝑞𝑢𝑒𝑟𝑦) on the direction figured
by ℎ(𝑑𝑒𝑚𝑜_𝑝) and ℎ(𝑑𝑒𝑚𝑜_𝑐). The attention mechanism of DiTs
automatically determines the distance of the shift.

Based on our conclusion, we propose a method named “feature
shift injection”, a straightforward way that manipulates the shift
of attention feature outputs directly related to 𝐼𝑔𝑒𝑛 , to enhance
the utilization and focus of DiTs on in-context information from
input conditions in customized subject insertion. Specifically, we can
divide the weight map for each attention head within the attention
blocks into multiple patches, as shown in Fig. 2.
For the convenience of representation, we use 𝐴𝑖, 𝑗 to represent

attentionmap in position of patch 𝑥𝑖𝑊𝑞𝑘𝑥
⊤
𝑗
, and define value feature

𝑉 = Concat(
[
𝑣𝑝 , 𝑣𝑐 , 𝑣𝑠

]
= Concat(

[
𝑥𝑝𝑊𝑣, 𝑥𝑐𝑊𝑣, 𝑥𝑠𝑊𝑣

]
. The results

of the hidden states ℎ𝑠 are determined solely by the bottom three
attention maps 𝐴𝑠,𝑝 , 𝐴𝑠,𝑐 , and 𝐴𝑠,𝑠 . According to Eq. 3, they are
respectively computed with the corresponding three parts of the
value feature 𝑉 to obtain ℎ(𝑑𝑒𝑚𝑜_𝑝), ℎ(𝑑𝑒𝑚𝑜_𝑐), and ℎ(𝑞𝑢𝑒𝑟𝑦).
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To shift the latent features from ℎ(𝑞𝑢𝑒𝑟𝑦), we directly amplify the
values of scalars𝛼𝑝 and𝛼𝑐 because they are controlling the influence
ofℎ(𝑑𝑒𝑚𝑜_𝑝) andℎ(𝑑𝑒𝑚𝑜_𝑐) on the original latent featureℎ(𝑞𝑢𝑒𝑟𝑦)
without demos. In fact, this corresponds to adding the weighted
results of separately computing attention maps 𝐴𝑠,𝑝 and 𝐴𝑠,𝑐 with
𝑣𝑝 and 𝑣𝑐 onto the output latent states ℎ𝑠 :

ℎ̂𝑠 = ℎ𝑠 + 𝛼1𝐴𝑠,𝑝𝑣𝑝 + 𝛼2𝐴𝑠,𝑐𝑣𝑐 , (5)

where 𝛼1 and 𝛼2 control the strength of shift like Eq. 3. During
inference, the products of 𝐴𝑠,𝑝𝑣𝑝 and 𝐴𝑠,𝑐𝑣𝑠 are integrated into the
attention mechanism as demo information. The “shifting” refers
to this adjustment process of hidden states using injected demo
information (which include the features of the subject and the tex-
tual prompt) at inference time, enabling capture the subject-level
relationships from in-context conditions and generate consistent
subjects. This process requires no fine-tuning and operates purely
through the injection of demo information into the attention com-
putation of the pre-trained model.

3.3 Head-wise reweighting for textual control injection
While latent feature shifting mechanism enables subject transfer,
effective control with diverse prompts remains challenging due
to strong priors encoded in the reference image. In practice, we
observe that inserted subjects often retain undesired attributes (e.g.,
colors, materials) from the subject image, even when the prompt
specifies changes. This common limitation stems from the lack of
selective control over semantic attention during generation. To
address this, we introduce a head-wise reweighting mechanism
that improves the alignment between the generated image and
the prompt by adaptively adjusting the contribution of different
attention heads. This is motivated by recent findings [Gandelsman
et al. 2024; Xu et al. 2024] that attention heads in transformers exhibit
semantic specialization—different heads respond to different types
of features. Our key insight is to leverage the attention activation
in the demo of the ICL setup to estimate which attention heads are
most activated by the prompt tokens, and then reweight these heads
during generation. As shown in Eq. 3, we leverageℎ(𝑑𝑒𝑚𝑜_𝑝) to soft
activate ℎ(𝑞𝑢𝑒𝑟𝑦) across different attention heads. Specifically, for
ℎ(𝑑𝑒𝑚𝑜_𝑝), we measure the attention maps𝐴𝑝,𝑠 across all attention
heads and assign different weights to queries based on activation
values. The activation value of 𝐴𝑝,𝑠 in attention head 𝒽 can be
formed as:

𝑉𝒽 =
∑︁
𝑖, 𝑗

(
𝐴
(𝒽)
𝑝,𝑠

)
𝑖, 𝑗
, (6)

where 𝑖 and 𝑗 are indices of 𝐴(𝒽)
𝑝,𝑠 . Then we normalize all 𝑉𝒽 across

attention heads following:

𝑉𝒽 =
𝑉𝒽 −min(𝑉 )

max(𝑉 ) −min(𝑉 ) ,𝒽 = 1, 2, ...H , (7)

where𝒽 is the index of attention heads, andH is the total number of
heads,𝑚𝑖𝑛(𝑉 ) =𝑚𝑖𝑛{𝑉1,𝑉2, ...,𝑉H},𝑚𝑎𝑥 (𝑉 ) =𝑚𝑎𝑥{𝑉1,𝑉2, ...,𝑉H}.
The final output of hidden states on each attention head are:

ℎ̂𝒽 (𝑞𝑢𝑒𝑟𝑦) = ℎ𝒽 (𝑞𝑢𝑒𝑟𝑦) ·𝑉𝒽 . (8)

This encourages the model to emphasize semantic that are relevant
to the user prompt while suppressing prompt-irrelevant heads. This

improves semantic controllability and leads to more faithful editing
with respect to user intent.

3.4 Token blending for insertion consistency
In this section, we tackle the challenge of ensuring intra-image
consistency when inserting customized subjects by refining feature
interactions tomitigate distribution shifts. Specifically, as the subject
is injected into a new contextual environment, we further analyze
the challenge of ensuring intra-image consistency on customized
subject injection.

Due to the semantic differences between the inserted subject and
the background, the latent feature of the insertion region within
mask𝑚 in 𝐼𝑠 could be incongruous with the background (i.e., 𝐼𝑠 · (1−
𝑚)). 𝐼𝑠 is expected to guide the inserted subject in 𝑥𝑠 to be consistent
with target regions in distribution. However, affected by 𝑥𝑐 and
𝑥𝑝 after each sampling step, the semantic distribution of target
region in 𝑥𝑠 deviates from the original input after each sampling
step. In the next step, the distribution-biased 𝑥𝑠 will, in turn, provide
erroneous guidance for the subject insertion of the target region (i.e.,
𝑥𝑠 · 𝑚) due to the interaction of contextual information in DiTs.
Multiple sampling steps will gradually amplify this bias, resulting
in an inharmonious fusion effect between the inserted subjects and
the background in the result (such as irregular edges or differences
in tone).
To prevent the deviation caused by inconsistent distribution in

multi-step sampling, we propose effective token blending for in-
sertion consistency. Specifically, suppose the output hidden states
of denoising step 𝑡 is 𝑤𝑡 , we add noise to (1 − 𝑀) · 𝐼𝑖𝑛 to obtain
w𝑡−1
𝑖𝑛

after each step 𝑡 to 𝑡 − 1. Subsequently, we fuse w𝑡−1
𝑖𝑛

with the
output w𝑡−1

𝑜𝑢𝑡 of the current step according to the mask𝑀 :

w𝑡−1
out = w𝑡−1

in +M · w𝑡−1
out . (9)

By this method, we ensure that in each step, the inserted re-
gion can be correctly guided by unbiased background semantics in
distribution, thus enhancing the consistency between the inserted
subjects and the context of the background in 𝐼𝑔𝑒𝑛 .

4 Experiments
In this section, we first introduce the experiment settings, and
present qualitative and quantitative results in Sec. 4.2 and Sec. 4.3.
We further evaluate two-stage methods that combine subject in-
sertion methods with customization methods or editing methods
for a comprehensive comparison. Finally, we conduct an ablation
study on hyperparameters and proposed modules. For more de-
tails on multiple seeds and time cost, please refer to supplementary
materials.

4.1 Experiments settings
Baselines. We compare ourmethodwith eight state-of-the-art text

and image-guided image generation methods, including training-
basedmethods Break-a-scene [Avrahami et al. 2023], Swap-anything
[Gu et al. 2024b], DreamEdit [Li et al. 2023], IC-LoRA [Huang et al.
2024], and training-free methods TF-ICON [Lu et al. 2023], TIGIC [Li

, Vol. 1, No. 1, Article . Publication date: September 2025.



6 • Yu Xu, Fan Tang, You Wu, Lin Gao, Oliver Deussen, Hongbin Yan, Jintao Li, Juan Cao, and Tong-Yee Lee

Reference

“A woman with the backpack”

“A barn”

Ours

“A toy on the sofa”

Swap-anything TF-ICONBreak-a-scene

“A woman with the blue backpack”

“A barn is covered by snow”

“A toy is playing a guitar”

PrimeComposerTIGIC Flux-FillDiptychDreamEdit IC-LoRA

“A parrot as mosaic tile style”

“A teapot on the table”

“A teapot in stainless steel style on the table”

Fig. 3. Qualitative comparison on subject injection and editing with baseline methods. Results of our results maintain identity consistency with
reference while preserving fine-grained features, and are also aligning with the prompts. Masks are labeled as white boxes on target images.

, Vol. 1, No. 1, Article . Publication date: September 2025.



In-Context Brush: Zero-shot Customized Subject Insertion with Context-Aware Latent Space Manipulation • 7

Table 1. Comparison of similarity scores between output images and reference images, and between output images and text prompts.. “Injection”
evaluates the subject identity alignment between the reference images and the output images. “Editing” evaluates the text alignment between the output
images and the corresponding prompts. Our method has the best scores, indicating that our approach successfully edit images guided by text while maintaining
consistency with reference images and high image quality.

Methods DINO(↑) CLIP-I(↑) CLIP-T(↑) FID(↓)Injection Editing Injection Editing Injection Editing
Break-a-scene 0.7041 ± 0.0659 0.7087 ± 0.0546 0.7128 ± 0.2076 0.6640 ± 0.1855 0.2570 ± 0.0230 0.2820 ± 0.0659 217.81
Swap-anything 0.7058 ± 0.0625 0.7035 ± 0.0556 0.7275 ± 0.1821 0.7296 ± 0.1602 0.2493 ± 0.0181 0.2296 ± 0.0354 190.69
DreamEdit 0.6521 ± 0.0625 0.6477 ± 0.0652 0.7203 ± 0.1321 0.7169 ± 0.1377 0.2295 ± 0.0562 0.2271 ± 0.0557 176.21
IC-LoRA 0.7005 ± 0.0631 0.6855 ± 0.0621 0.6891 ± 0.1422 0.6511 ± 0.1325 0.2523 ± 0.0367 0.2624 ± 0.0522 149.75

DB+Paint-by-example 0.7037 ± 0.0601 0.6955 ± 0.0442 0.7162 ± 0.0193 0.6841 ± 0.0167 0.2668 ± 0.0205 0.2385 ± 0.0343 172.33
Anydoor+TurboEdit 0.6881 ± 0.0699 0.6925 ± 0.0631 0.6823 ± 0.1401 0.6425 ± 0.1422 0.2499 ± 0.0533 0.2499 ± 0.0565 213.77

MimicBrush+TurboEdit 0.7044 ± 0.0511 0.6951 ± 0.0502 0.7107 ± 0.1337 0.6991 ± 0.1851 0.2674 ± 0.0366 0.2551 ± 0.0621 153.28
TF-ICON 0.7053 ± 0.0280 0.7061 ± 0.0225 0.7235 ± 0.1188 0.7018 ± 0.1542 0.2334 ± 0.0270 0.2234 ± 0.0297 169.04
TIGIC 0.6901 ± 0.0231 0.6906 ± 0.0302 0.7145 ± 0.1744 0.6789 ± 0.2012 0.2656 ± 0.0313 0.2272 ± 0.0631 179.07

PrimeComposer 0.7029 ± 0.0510 0.6931 ± 0.0476 0.7124 ± 0.1128 0.7426 ± 0.0619 0.2609 ± 0.0163 0.2300 ± 0.0532 166.85
Diptych 0.6559 ± 0.0679 0.6531 ± 0.0691 0.7225 ± 0.1287 0.7145 ± 0.1140 0.2321 ± 0.0569 0.2287 ± 0.0403 179.28
Flux-Fill 0.6798 ± 0.0602 0.6761 ± 0.0497 0.7668 ± 0.1274 0.7843 ± 0.1124 0.2634 ± 0.0213 0.2667 ± 0.0288 127.18

Ours w/o head 0.7115 ± 0.0564 0.6891 ± 0.0484 0.7882 ± 0.1201 0.7889 ± 0.1121 0.2621 ± 0.186 0.2682 ± 0.331 123.82
Ours w/o blend 0.7116 ± 0.0591 0.6902 ± 0.0519 0.7901 ± 0.1192 0.7869 ± 0.1133 0.2633 ± 0.171 0.2703 ± 0.294 129.47

Ours 0.7121 ± 0.0542 0.6945 ± 0.0563 0.7957 ± 0.1138 0.7924 ± 0.1113 0.2685 ± 0.0173 0.2834 ± 0.0365 122.61

et al. 2024], PrimeComposer [Wang et al. 2024] and Diptych Prompt-
ing [Shin et al. 2024]. We also include two-stage methods, which
combine MimicBrush [Chen et al. 2024a] or Anydoor [Chen et al.
2024b] with TurboEdit [Deutch et al. 2024] (first insert subjects to
target images then editing images) and combine Dreambooth [Ruiz
et al. 2023] with Paint-by-example [Yang et al. 2023] (first learn and
edit subjects then inject to target images) for further comparison.
IC-LoRA and Diptych Prompting use FLUX.1-dev [blackforestlabs.ai
2024] as the backbone, while all other baselines use Stable Diffusion
2 [Rombach et al. 2022] as the backbone.

Datasets. We collect subject images fromDreambooth datasets [Ruiz
et al. 2023], which contains 30 subjects of 15 different classes, and
collect 50 diverse scenes as target images from COCO dataset [Lin
et al. 2014]. We also collected 50 additional subject images and 80
scene images from the Internet to enable a more diverse and com-
prehensive evaluation. Thus, the evaluation dataset contains 100
subject images and 130 scene images.

4.2 Qualitative comparisons
We present the visual results compared with customized subject
insertion methods in Fig. 3. TF-ICON struggles to maintain seman-
tic information from subject images (in the cases of “backpack”,
“barn” and “teapot”) and has difficulty in editing aligning with tex-
tual prompts. Break-a-scene has a good ability to follow prompt
guidance in most cases. However, it lacks accurate expression of
fine-grained features (in the cases of “toy” and “teapot”), and also
some obvious artifacts are presented between subject and back-
ground (“backpack”, “barn” and “mosaic tile”), leading to overall
disharmony. Swap-anything fails to learn the semantic information
of the subject, leading to the expression of the subject in the results
being close to the copy-move effect and showing limited effects
when editing complex subjects. DreamEdit, TIGIC, and PrimeCom-
poser also fail to accurately edit the subject in accordance with

the given prompts, while IC-LoRA fails when handling complex
prompts such as “barn”, “toy”, or “mosaic tile”. PrimeComposer also
lacks semantic learning ability and generates subjects in copy-move
effects (“toy” and “mosaic tile”). Diptych struggles to achieve gener-
ate results with high identity alignment with reference subjects (in
the case of “backpack”, “barn”, and “teapot”), or editing effects (in
the case of “backpack”, “toy”, and “teapot”). Our approach achieves
the best identity preservation and prompt-followed editing effects,
surpassing the performance of baseline methods.

4.3 Quantitative comparisons
Following previous methods [Lu et al. 2023; Song et al. 2024; Gu
et al. 2024b; Li et al. 2023], we evaluate our method in three aspects:
subject identity alignment between 𝐼𝑐 and 𝐼𝑔𝑒𝑛 , editing alignment
between 𝑝 and 𝐼𝑔𝑒𝑛 , and overall image quality. We use DINO [Liu
et al. 2025] and CLIP-I [Ilharco et al. 2021] for subject identity align-
ment, including subject injection results and subject injection with
editing results. We use CLIP-T [Ilharco et al. 2021] to evaluate edit-
ing alignment. “Injection” evaluates identity alignment between
reference and generated images. “Editing” evaluates prompt align-
ment. FID [Heusel et al. 2017] is used for evaluating overall image
quality. We conduct quantitative comparisons in Tab. 1, display-
ing the evaluation index results and their standard deviations. As
show in Tab. 1, our method outperforms baselines in subject iden-
tity alignment, editing alignment, and image quality. Although the
editing score (third column) is slightly lower than Break-a-scene
and Swap-anything, likely due to their training-based methods that
enable more free representation of semantics and are not limited
to the reference, our method achieves stronger CLIP-I and CLIP-T
scores, indicating higher robustness without requiring additional
training. For fine-grained evaluation of subject fidelity and back-
ground preservation, following DreamEdit [Li et al. 2023] and Swa-
pAnything [Gu et al. 2024b], we segment the generated results into
subject and target regions. We then compute the similarity between
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65.95%

1.54%

3.69%

3.08%

2.54%

6.15%

6.92%

2.43%
7.69%

Identity Alignment Perference

62.11%

2.77%

7.21%

1.26%

6.89%

5.02%

6.22%

2.21%
6.31%

Overall Perference

73.00%

1.54%

4.43%

1.23%
3.13%

2.15%

5.05%

2.70%
6.76%

Editing Alignment Perference
Identity Alignment Preference Editing Alignment Preference Overall Quality Preference

Fig. 4. User study results.

generated and reference images using DINO and CLIP-I features for
both regions. These metrics reflect the semantic consistency of the
inserted subject and the integrity of the surrounding context. As
shown in Tab. 2, our method achieves the highest scores across all
four metrics, demonstrating superior subject fidelity preservation
and background maintenance.

Table 2. Quantitative comparison of the subject and background
consistency with the subject and target images. Higher scores in the
“Subject” columns indicate better preservation of subject fidelity from the
content images, while higher scores in the “Background” columns reflect
better preservation of the target image background.

Methods Subject(↑) Background(↑)
DINO CLIP-I DINO CLIP-I

Break-a-scene 0.8415 0.6315 0.9203 0.7560
Swap-anything 0.8361 0.7329 0.9288 0.7673
DreamEdit 0.8504 0.7429 0.9585 0.7962
IC-LoRA 0.8179 0.7181 0.9333 0.7972

DB+Paint-by-example 0.8224 0.9385 0.9305 0.7851
Anydoor+TurboEdit 0.8502 0.7815 0.9278 0.7698

MimicBrush+TurboEdit 0.8301 0.9297 0.9342 0.7921
TF-ICON 0.8450 0.7632 0.9160 0.7292
TIGIC 0.8483 0.6998 0.9428 0.7954

PrimeComposer 0.8505 0.7725 0.9405 0.7962
Diptych 0.7700 0.6560 0.8734 0.7570
Flux-Fill 0.8405 0.8001 0.9531 0.7853
Ours 0.8523 0.8090 0.9596 0.8100

User study. We conduct a user study to evaluate participant pref-
erences on identity alignment, editing alignment, and overall image
quality between our method and the baselines. A total of 65 par-
ticipants (33 female and 32 male, aged 14 to 55 years) participated
in the survey, including 25 researchers specializing in computer
graphics or computer vision. Each participant was asked to evaluate
35 cases, resulting in 6,825 votes. We present results in Fig. 4, and
from these, we can see that our method achieves the best identity
alignment preference. This indicates that the subject identity of the
original image is most effectively preserved in the generated image,
avoiding distortion. Furthermore, our method receives the highest
editing alignment preference, indicating better prompt-driven cus-
tomization than other approaches, achieving the customized effects
desired by users. Overall, users also favor our results for their higher
image quality and visual coherence.

4.4 Comparison with two-stage methods
Customized subject insertion can also be achieved through two-
stage approaches: by utilizing advanced subject customization tech-
niques [Ruiz et al. 2023; Gal et al. 2023] in the first stage for training
custom subject representations and leveraging image-guided editing
methods [Yang et al. 2023] in the second stage to inject subjects
into target images. Also, users can leverage subject injection meth-
ods [Chen et al. 2024b,a] in the first stage and utilize text-guided
editing methods [Hertz et al. 2023; Deutch et al. 2024] for further
subjects editing. We compare both two-stage approaches with our
method and present results in Fig. 5. As shown in the figure, Dream-
booth with Paint-by-example is challenging to capture fine-grained
features, leading to feature and identity inconsistency. Anydoor
with TurboEdit loses the ability to preserve subject image iden-
tity, while MimicBrush with TurboEdit struggles to follow editing
prompts, and the interaction with the background is not harmonious.
Our approach achieves the best feature and identity preservation
and adapts the generated results to the new scenario with prompt
editing, surpassing the performance of two-stage methods.

Ours DB + Paint-by-exampleReference Anydoor + TurboEdit MimicBrush + TurboEdit

Fig. 5. Comparisons with two-stage methods.

4.5 Ablation study
Shift strength of 𝛼 . In Eq. 5, 𝛼1 and 𝛼2 are shift strength param-

eters for controlling guidance strength from textual prompts and
subject images. We further examine the impact of different values
for 𝛼1 and 𝛼2 on the generation results. When testing 𝛼1, 𝛼2 is set to
0.5, and vice versa. The results, as shown in Fig. 6, indicate that as 𝛼1
increases, the expressiveness of the textual prompt in the generated
result gradually strengthens. Similarly, increasing 𝛼2 enhances the
image expression, causing the identity of the generated subject to
align more closely with the reference. However, excessively large
values of 𝛼1 and 𝛼2(e.g., 0.5) lead to a decrease in image quality.
Therefore, users can adjust these parameters based on the specific
image to balance the control of the image and generation quality.

Customized subject insertion via basic Flux-Fill model. We
build an inpainting pipeline with 𝐼𝑐 and 𝐼𝑠 concatenated as input
to evaluate the basic customized subject insertion ability of Flux-
Fill. Results in Fig. 3 show that, to some extent, the basic pipeline
generates subjects similar to 𝐼𝑐 (although the details are not aligned
enough with the reference image); however, when editing the sub-
jects, identity consistency is significantly reduced, indicating that
without our methods, the basic model does not learn semantic level
information, resulting in limited editing ability.
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𝛼1=0.1 𝛼1=0.5 𝛼1=1.5

𝛼2=0.1 𝛼2=0.5 𝛼2=1.5

Reference

“A teapot in metal material”

Fig. 6. Ablation study on shift strength.

Ours W/o Blend

... graduated.

... sitting on the broom.

References

Fig. 7. Ablation study on token blending.

Without token blending. We ablate the token blending module
and present results in Fig. 7. We can see that with the introduction of
latents from the target and fusion with latents from subjects along
the denoising step, the presentation of subjects in the target images
has better interaction with the background, achieving the overall
consistency of the image (e.g., the subject and background hue in
the image are consistent in the first case and the toy has better
interaction with broom when editing it as sitting on the broom in
the second case). We also present quantitative results in Tab. 1, and
results show that without token blending, the FID score increases,
indicating the overall image quality decreases. The CLIP-T score
decreases, indicating that the results have a lower alignment with
the prompts. Without token blending, subjects have less interaction
with background, leading to less following the prompts.

Without attention heads reweighting. We evaluate prompt
representation by ablating attention heads reweighting method,
reweighting all heads equally, and present results in Fig. 8. The
findings reveal that, in the first case, due to the prior influence of
images (white ceramic material), it is difficult to effectively edit
the teapot (metal materials) without reweighting key heads. In the
second case, although the text expresses “white clothes”, the outputs
are still affected by the reference and generate pink clothes, which
fails to reflect the intended prompt. Quantitative results in Tab. 1
show that without reweighting, the FID score increases, indicating

lower image quality. Furthermore, the decrease in CLIP-T score also
shows reduced alignment with the editing prompt. Overall, without
head-wise enhancement for prompt representation, the generated
results are greatly influenced by references and difficult to control
by the prompt, leading to sub-optimal generation effects.

Ours W/o Head Activation

... metal material.

... with white T-shirts.

References

Fig. 8. Ablation study on attention heads activation.

5 Applications
Virtual try on. A key application of our method is Virtual Try-

On (VTON), which involves digitally dressing a target person with
specified clothing. This is widely used in fashion retail to help users
visualize outfits before purchase. As shown in Fig. 9, our method
accurately transfers garments to the target subject while preserv-
ing identity and achieving strong alignment with user prompts. It
handles various clothing types and styles, demonstrating versatility
for real-world fashion scenarios.

Compositional generation. Another application of our method
is compositional generation, where users iteratively insert multiple
elements into a scene with layout control via masks. This is espe-
cially useful in tasks like interior design, enabling users to explore
combinations of furniture by adjusting placements and styles. As
shown in Fig. 10, our framework supports flexible and coherent
scene construction, allowing users to refine designs interactively
and visualize personalized arrangements with ease.

Partly insertion. Our method supports selective part-based in-
sertion, enabling users to transfer specific regions from reference
into corresponding locations of the generated output. This allows
fine-grained control while maintaining spatial and semantic align-
ment. As shown in Fig. 11, we insert the wheels of a reference car
and the legs of chairs into target scenes. In both cases, the inserted
parts preserve high fidelity and blend naturally with the background,
demonstrating the method’s effectiveness for precise partial edits
in applications such as product variation and scene refinement.

6 Limitations and badcase
When target images contain subjects similar to those in the subject
images, the generated results may exhibit features resembling the
target image. For example, as shown in Fig. 12, certain patterns on
the windows of the generated vehicle are similar to the correspond-
ing positions in the target image’s background. This issue likely
arises because similar contextual features are referenced during the
self-attention calculation. To address this in future work, we can
consider introducing constraints on the attention mechanism.
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Fig. 9. Application of virtual try-on.

“A sofa”

“A carpet” “A table”

“A chair”

“A sofa”

“A carpet” “A table”

“A chair”

Fig. 10. Application of compositional generation.

Car wheels

Legs of the chair

Fig. 11. Application of partly insertion.

7 Conclusions
In this work, we leverage ICL to activate the context-consistent
generation capability of large-scale pre-trained text-to-image mod-
els, enabling customized subject insertion. By reformulating ICL
as latent space shifting, we achieve zero-shot insertion of specific
subjects into novel images. Additionally, we employ head-wise
reweighting and token blending to enhance the insertion consis-
tency of text attribute expression. Extensive quantitative and quali-
tative experiments and user study demonstrate the superiority of
our approach over existing state-of-the-art methods.

Fig. 12. Badcase. In some cases, interaction among similar contextual
features in attention calculation may cause same features in appearance of
results as the concepts from background.
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