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Figure 1: An overview of the proposed system workflow and example result. A visual saliency map and high-relief 3D reconstruction [Yeh et.
al. 2016] is obtained from an input image to direct the placement of words extracted from a collection of text.
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1 Introduction

Word art has characteristics of both text and an image by combining
words into a collage that depicts an associated shape or object. This
type of artwork has the unique perceptual property that when seen
as a whole, it is perceived similar to an image, but when viewing
a part, it can be read word by word. Thus word art can serve a
dual purpose, efficiently communicating a theme using shape, and
accurately communicating meaning using text.

Manually creating word art is a laborious process. Therefore
we propose a computational approach to assist artist and design-
ers in the creation process. This work is closely related to the
topic of word cloud generation. Previous research focuses on two-
dimensional word clouds, where words of different size and color
fill the interior of a simple shape based on word frequency and word
significance, respectively. In contrast, this work introduces a new
approach; we use visual saliency as a guide for the position of text
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in the word art, and texture-map words to a high-relief 3D recon-
struction of an input image to preserve important depth cues in the
result. The primary goals of our approach are to position words
of greater significance in regions of greater visual saliency and to
produce word art with perceivable depth.

2 Technical Approach

The input to the proposed system is a collection of text and a re-
lated image. Initial preprocessing includes three independent steps.
Firstly, we remove stop words and calculate word frequency from
the collection of text. Secondly, we compute a visual saliency map
which estimates the distribution of a viewer’s focal attention over
the input image. Thirdly, we use a 3D reconstruction method [Yeh
et al. 2016] to generate high-relief triangle meshes for multiple re-
gions of the input image.

To give the word art the appearance of depth, we generate word
clouds as textures and map them to the surface of corresponding
meshes. Each mesh in the reconstruction is parameterized using a
conformal surface parameterization. This parameterization yields a
bijective mapping between the 3D model space and 2D UV tex-
ture space which preserves local angles. To position words of
greater significance in regions of greater visual saliency, we as-
sign a saliency value to each mesh according to the saliency map
computed from the input image. Some meshes in the reconstruc-
tion may be too small to display distinguishable words. Therefore
meshes are assigned the original image as a texture if they a smaller
than a user-defined threshold value. For each mesh larger than the
threshold value size, we assign a subcollection of the text based on
the mesh’s visual salience value and use the word frequency statis-
tics so that meshes with the greatest visual saliency are assigned the
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most frequently used words.

With the surface parameterization and associated subcollection of
words, a word cloud is generated in the UV space of each mesh by
applying the method presented by [Chi et al. 2015]. This method
is user-assisted, with the range of word size and word orientation
being controlled by the user. Finally, the generated word cloud is
texture mapped onto the surface of the corresponding 3D mesh us-
ing the previously determined parameterization.

3 Limitation and Future Work

One drawback to the proposed method is that the saliency map and
the 3D reconstruction may have little correspondence with each
other. In the future, we plan to integrate the saliency model with the
3D reconstruction so that connected regions in the saliency model
remain connected in the reconstruction. We also plan to verify the
quality of our results with an extensive user study.
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